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Summary

Research conducted in the fifth phase of the SKB’s study aimed at developing ultrasonic techniques for assessing EB welds copper canisters is reported here. This report covers three main tasks: evaluation of electron beam (EB) welds, modeling of ultrasonic fields and characterization of copper material.

A systematic analysis of ultrasonic interaction and imaging of an EB weld has been performed. From the analysis of histograms of the weld ultrasonic image, it appeared that the porosity tended to be concentrated towards the upper side of a HV weld, and a guideline on how to select the gates for creating C-scans has been proposed.

The spatial diversity method (SDM) has shown a limited ability to suppress grain noise both in the parent material (copper) and in the weld so that the ultrasonic image of the weld could be improved. The suppression was achieved at the price of reduced spatial resolution.

The ability of wavelet filters to enhance flaw responses has been studied. An FIR (finite impulse response) filter, based on Sombrero mother wavelet, has yield encouraging results concerning clutter suppression. However, the physical explanation for the results is still missing and needs further research.

For modeling of ultrasonic fields of the ALLIN array, an approach to computing the SIR (spatial impulse response) of a cylindrically curved, rectangular aperture has been developed. The aperture is split into very narrow strips in the cylindrically curved direction and SIR of the whole aperture by superposing the individual impulse responses of those strips. Using this approach, the SIR of the ALLIN array with a cylindrically curved surfaces has been calculated. The pulse excitation of normal velocity on the surface of the array, that is required for simulating actual ultrasonic fields, has been determined by measurement in combination with a deconvolution technique. Using the SIR and the pulse excitation obtained, the pulsed-echo fields from the array have been simulated. Measurements of the pulse-echo fields, performed using a small point reflector has yielded results very similar to the simulated ones. This has basically validated the developed approach.

Elastic fields in an immersed copper canister radiated by two apertures (consisting of 16- and 32-elements) have been calculated using the estimated pulse excitation of the ALLIN array in eight cases. These results have shown a very good correlation (e.g., the variations of beam widths or lateral resolutions with depth) with the measured pulse-echo fields from side-drilled-holes in copper block that were presented in our previous report.

For material characterization, two issues have been addressed, the quantitative estimation of attenuation of a solid in the immersion case, and the estimation of grain noise.

To quantitatively estimate attenuation of a solid in the immersion case, a method for correcting the diffraction effect has been developed for the log-spectral difference method (LSDM). The correcting method has been established based on the extended angular spectrum approach used for calculating the echoes from the front and back surfaces of the immersed solid. The correcting method has been theoretically tested for the case of attenuation estimation of copper plate submerged in water and inspected by a linear array with a cylindrically curved surface. The obtained results have demonstrated that the method is capable of effective diffraction correction and thus enables quantitative estimation of attenuation.

For the estimation of grain noise, the ISM and the K-distribution method have been used and the results have been compared. The results have revealed that the higher attenuation and the larger FOM correspond to the larger grains. The results from the K-distribution method have demonstrated the possibility of using the K-parameter as a parameter related to the grain size and the number density of grains. However, the quantitative relation of the K-parameter with the grain properties has not been determined, and it needs further research.
Sammanfattning

Denna rapport innehåller den femte delen av en undersökning ämnad åt att undersöka ultraljudstekniker för att inspекtera kopparkanistrar och dess svetsar. Innehållet kan delas upp i tre huvudområden: utvärdering av elektronstråle (EB) svetsar, modellering av ultraljudsfält samt materialkaraktärisering.

En systematisk analys av interaktionen mellan ultraljud och svetsar har utförts. Speciellt har materialbrusets egenskaper och spridning i svetsen beaktats. Baserat på analys av histogram från ultraljudsdata har det visat sig att porositet tenderar att koncentrera sig till de övre delarna av en HV svets. Utitfrån detta har en metod att välja lämpliga trösklar för att skapa C-scan utvecklats.

SDM (spatial diversity method) visade sig delvis kunna undertrycka materialbruset. Detta sker dock på bekostnad av reducerad spatier upplösning.


För modellering av ultraljudsfält för ALLINsystemet har en metod för att beräkna det rumsliga impulssvaret (SIR) av en cylindrisk formad rektangulär apertur utvecklats. Metoden beräknar SIR som en superposition av ett stort antal tunna element. Ultraljudsfältet har sedan bestämts baserat på en superposition av individuella SIRs. De simulerade resultaten har sedan jämförts med mätningar där en liten spridare har använts och det har visat sig att simuleringarna och mätningarna överstämmer väl.

Med hjälp av metoden ovan har sedan fältet beräknats som referens för immersions-mätningar på koppar för åtta olika fall. Fältet har beräknats med en apertur bestående av 16 och 32 element för olika djup. De beräknade fälten överstämmer väl med uppmätta fält på ett block med sidoborrade hål (vilka har presenterats i en tidigare rapport).


För att skatta materialbruset har ISM metoden och K-fördelningsmetoderna använts. De båda metoderna har jämförts och det har visat sig att högre dämpningen och högre FOM (figure of merit) härör från större korn.
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1 Evaluation of Electron Beam Welds

1.1 Introduction

SKB and TWI have developed an electron beam (EB) welding technology for sealing copper canisters designed for spent nuclear fuel [1]. In the past four years, Uppsala University has carried out a series of research concerned with ultrasonic inspection of EB welds in copper canisters by means of ultrasonic array system [2-4]. We have investigated the feasibility of ultrasonic array technique [2], demonstrating its fitness for the purpose [3]. We have also investigated EB welds’ grain noise and the method of its suppression for enhancing defect detection [4]. The present works are mainly to carry on the previous ones related to EB welds, and have been conducted in the following aspects:
(i) ultrasonic interaction and imaging of an EB weld,
(ii) feature analysis and extraction,
(iii) grain noise analysis and suppression, and flaw-detection enhancement.

The purpose of all these works is to evaluate the quality of EB welds.

In the previous work [2-4], analysis of ultrasonic inspected EB welds was made mainly based on C-scans showing the general longitudinal (top) view of EB welds, and secondarily on the B-scans that were, according to the C-scans, usually selected at the positions where the strong indications of defects may be located, and were used to show the depths of the indications. The attention has been focused only on the observation of defects in the welds. Since all the C-scans of welds show grain-noise-like patterns, distinguishing the small defects from such ‘grain noise’ become difficult, and thus we have put some effort on estimating and then suppressing the grain noise in welds [4]. We recognized two different types of grain noise. The first one comes from the non-welded zone and the second from the welded zone in a copper canister, but did not give any detailed analysis. For the grain noise estimation, we had a try at the K-distribution model in the case of C-scans when a weld inspected was insonified by normal incident beams (refer to Fig. 1.1). The model is not suitable for the case of B-scans because the B-scans contain the weld layer and thus are not homogeneous. For the grain noise suppression we had before applied two frequency-diversity methods, i.e., the noncoherent detector (NCD) and the split spectrum processing (SSP), and a spatial diversity method, which used only 5 different steered beams (due to the time delay limits of the ALLIN system) to make spatial compounding of C-scans. The NCD and SSP seemed to be unable to suppress the ‘grain noise’ in the weld. The method of spatial diversity may have some potential for the grain noise suppression. In principle, the frequency and spatial diversity methods should be able to suppress grain noise although impossible to completely eliminate it. This has led us to answer the question: why do the NCD and
SSP methods not work? And this has motivated us to gain a deeper insight into the micro- and macrostructure of EB welds, to analyze the ultrasonic interaction of weld microstructure and to describe the picture of a weld macrostructure based on ultrasonic data. Therefore, some ultrasonic properties of a weld have been found out. Since ultrasonic images and data are always deteriorated by the grain noise, the suppression of grain noise remains to be of our big interest and it has been realized in different methods for different purposes.

Detection of flaws in welds is of the utmost importance for this on-going project. Therefore, enhancement of flaw detection has been conducted. In general, there are two ways that are possibly employed to make the enhancement. One is the suppression of grain noise, but it is still very limited. The other is to use the ultrasonic features that are different between flaws and welds. The work dealing with feature analysis and extraction is just for this purpose.

All these works are arranged in the following scheme. First, EB welding process and EB weld micro- and macrostructure are briefly addressed in relation to ultrasonic propagation and scattering. Then the measured ultrasonic signals are presented, ultrasonic interaction of EB welds analyzed, and ultrasonic imaging of the welds is interpreted from the point of view of physical acoustics. These two aspects that are the foundation for the EB weld evaluation are presented in Sects. 1.2 and 1.3. Based on these, the feature analysis and extraction of the signals from EB welds are conducted, and the grain noise in the signals is analyzed and estimated in Sects. 1.4. Finally in Sect. 1.5, grain noise analysis and suppression are carried out, and enhancement of flaw detection is implemented.

1.2 Electron beam welds and their structures [1]

1.2.1 EB welds in copper canisters and their structures

Electron beam (EB) welding is a fusion welding process in which heating results from the impingement of a beam of high-speed electrons on the metal to be welded [5-6]. In general, a single-run fusion weld consists of a fusion zone (FZ) and a heat-affected zone (HAZ) (see Fig. 1.1). Because of the high power and heat concentration of an EB, the fused zone of an EB weld is narrow and the heat-affected zone is very small, and thus both metallurgical damage and distortion are low [11] [7, p. 85]. The microstructure variations in the fusion and heat-affected zones are different because of the different heat influences.
In our case, the EB welding is used for sealing copper canisters. The copper grades used for making copper canisters are deoxidized low phosphorus (DLP) and oxygen-free high conductivity (OFHC) copper [1]. Copper is a face-centered cubic metal [6]. In terms of solidification and grain structures, there is little difference between DLP and OFHC grades. The copper canister lids are welded mainly in horizontal-vertical position. The grain size in copper was estimated as 5-10 micron [1], whereas in the EB welds in copper canisters, grains are much coarser [1] and can be larger than 1000 microns [8].

In both the DLP and OFHC grades, 'solidification fronts' were found, as the welding capillary is constantly fluctuating during the welding process. Thus, the rate of solidification or grain growth at the solidification front is constantly changing. This is typical for copper and other materials that have a narrow freezing range. Instead of merely slowing down, the solidification process may actually reverse altogether temporarily as a particular superheated mass of molten copper washes past the solidification front. This could be seen particularly clearly near the fusion zone tip in many cases, where the solidification fronts overlap, later ones obliterating earlier ones in places. However, this uneven solidification did not give rise to cold shuts or other root defects in the majority of cases. In all cases the fusion zone contained concentric striations indicating the progression of the freezing front which in most cases appeared to be terminated in the lower half of the fusion zone. The irregular solidification fronts may result in uneven boundaries of weld layers in the copper canisters.

Most of the welds have elongated grains along the weld centerline. This elongation along the weld centerline results in orientations of grains in some preferred direction, and thus leads to anisotropy in the weld. The anisotropy has very significant effect on ultrasound incident on the tip area.
1.2.2 Flaws

In principle, the fused and heat-affected zones of EB welds are narrow and this minimizes both metallurgical damage and distortion [7, p. 85]. However, the joint fit-up prior to welding must be accurate, and the motion of the electron beam gun relative to the joint must be equally accurate. Even so, deep-penetration welds may be subject to defects such as cold shuts or lack of fusion, porosity and hot cracking if the correct procedures are not followed.

From the report by Sanderson et al [1], with the exception of some ‘cold shut’ type defects near the top beam of some flat position welds, no cracks or other cold shuts or root defects were found. The only defects discovered of any kind were occasional micro-porosity defects. There were typically 0.1-0.3 mm diameter, tiny spherical pores, which were regarded as insignificant.

The detailed examination of the root region shows that tiny porosity defects can form near the unfused region of the joint, but that other root defects are absent [1]. Typically porosity tended to be concentrated towards the upper side of HV welds, presumably as bubbles formed and floated upwards in the melt.

More detailed knowledge on EB welds, their structures and properties can be found in Refs. 1, 5-7. From the above-presented analysis, it can conclude that a fusion weld can be thought of as a multi-layered medium consisting of a fusion zone and a heat-affected zone that surrounds the fusion zone. Each zone contains grains different from the others in size and orientation. In the EB weld case, the grains are coarse in the fusion zone, much smaller in the heat-affected zone, and fine and smallest in the weld parent material.

1.3 Ultrasonic interactions and images of EB welds

Inspections of EB welds have been made using the ALLIN ultrasonic array system in our previous work [2-4]. The schematic of inspection setup is illustrated in Fig. 1.1. The ultrasound beam is normally incident on copper canister immersed in water and insonifies the EB weld. The beam was scanned electronically in the x direction and mechanically in the y direction. The data acquired in this way is 3D, and thus can be displayed in different scan modes, usually, in A-, B- and C-scans. In the present case, the data at each point along the y direction is shown in a B-scan which is produced by electronic scanning and is a 2-D image extending in the x and z directions. When the data in a certain depth interval (or time interval) along the z direction is selected by a depth (time) gate and at each point (x, y) the peak value in the interval is picked out, it is shown in a C-scan that extends in the x and y directions.
In the previous work, we analyzed ultrasonic inspected EB welds mainly based on C-scans showing the general longitudinal (top) view of EB welds, and secondarily on the B-scans. The B-scans were, according to the C-scans, selected usually at the positions where the strong indications of defects may be located, and were used to show the depths of the indications. The attention has been focused only on the observation of defects in the welds. In this section we turn our attention to other aspects of ultrasonic inspection of welds, i.e., ultrasonic interaction of weld microstructure and imaging of weld macrostructure.

To this end, a detailed analysis of the measurements was made on one of the copper canister samples, i.e., Block 3 of Weld W123, that was inspected in 1997 using the ALLIN system with 16-aperture [3]. Presently this block was re-inspected for a different purpose, i.e., to investigate EB weld structure. In the present measurements, we used a 32-element aperture with the focusing law, Foc80e32 that was presented in our last report [4]. The focusing law was assumed to locate the geometrical focal zone in the canister at z=80 mm through a 28-mm water layer, and actually yielded a narrow beam that was rather uniform over a distance range around z=60 mm where the weld centerline is positioned (refer to Fig. 2.3 and Table 2.2. in [4]). Since the ALLIN array has 64 elements with 0.9-mm width and 1-mm separation, 33 A-scans are available, using this 32-element aperture, for each B-scan that was made electronically in the x direction. In the y direction, the beam moved over 240-mm distance with 1-mm step, and thus 240 B-scans were obtained. This makes 33x240 (i.e., 7920) A-scans. The sampling frequency used was 50 MHz, and the gain used was 12 dB. The region of interest was around the EB weld in the copper canister, that is, from 31 to 81 mm beneath the canister surface (see Fig. 1.1). It should be noted that the coordinates used in the following figures (Figs. 1.2-1.4) are defined in Fig. 1.1. The weld was examined from longitudinal view (C-scan), and from transverse view (B-scan) in combination. Generation of a C-scan needs a gate that selects a data region in the z direction. This gate can be wide or narrow according to the region of interest. In the limit case, the gate is narrow that it corresponds to only one sampling point. A C-scan obtained using such a gate that reflects information at a local depth will be named here 'local C-scan', in order to distinguish from a conventional C-scan that is created using an extended gate. A C-scan, meaning a conventional C-scan, provides the information on the distribution of maximum backscattering from a weld. A local C-scan provides the more localized information on the backscattering from a weld at a certain depth. The local C-scan only applies to the envelope of the ultrasonic signal, or simply the enveloped data. From a B-scan, it is easier to see the grain noise pattern both in the weld and in the parent material, and to measure the depths of flaws. An A-scan shows more detailed information in a narrower range. Each of the scan modes complements with others, showing the 3-D ultrasonic data in different ways.
1.3.1 General longitudinal view of the EB weld - C-scan

The C-scan was obtained by depth (time) gating the signals around the weld (between $z=50$ and 75 mm) and picking up the peak amplitude of the signals. The C-scan obtained and the histogram in the weld zone calculated are shown in Figs. 1.2 (a) and (b), respectively. The C-scan gives a general longitudinal view of the EB weld. The histogram demonstrates the distribution of the maximal backscatter from the EB weld against amplitude level. The C-scan having 7920 points covers an area of 33 mm x 240 mm. The amplitude level of the C-scan ranges from 0 to 128. Three strong indications of defects that are seen in the region between $y=200-240$ mm are saturated (i.e., their tops are cut off). They are easy to distinguish from the backscatter from the normal part of the weld so that they are not of our present interest. The amplitude level range of the histogram in Fig. 1.2(b) is only taken from 0-80 just for easier observation and also because of the very low occurrence of amplitude levels higher than 80. From Fig. 1.2(b), we can see that the occurrence of the amplitudes increase over the amplitude range of 0-18, reach the maximum at the amplitude level of 18, and decrease for the amplitude level larger than 18. The low amplitude part, e.g., increasing from amplitude level 1 to 10, is mainly attributed to the scattering from the transit region from the non-welded zone to the weld zone, which contains the weld tips. The medium-sized amplitude part, e.g., over the amplitude range of 10 to 40, is mainly attributed to the grains in the weld, and the large amplitude part, e.g., larger than 50, may be largely due to scattering from the micro-pores or some other flaws in the weld.

A C-scan does provide a general longitudinal view of an EB weld, and from the C-scan, it is convenient to choose the B-scans of interest, showing the location of strong flaw indications. However, in a C-scan of this type many indications of flaws or some other reflectors that are strong at that depth but weaker in the gated depth interval are submerged in this grain-noise-like pattern, see, e.g., Fig. 1.5 in the following section, Sect. 1.3.3.
**Fig. 1.2.** The measurements made on the EB weld in Block 3 of Weld W123. (a) The C-scan of the weld and (b) the histogram of the C-scan with the non-welded zone excluded.
Fig. 1.3. The measurements made on the EB weld in Block 3 of Weld W123. (a) B-scan at $y=97$ mm in the C-scan in Fig. 1.2, and (b) an A-scan at $x=7$ mm in (a); (c) B-scan at $y=129$ mm in the C-scan in Fig. 1.2, and (d) an A-scan at $x=7$ mm in (c). The two positions are marked with letter ‘v’ in Fig. 1.2.
Fig. 1.4. The measurements made on the EB weld in Block 3 of Weld W123. (a) The B-scan at \(y=106\) mm in the C-scan in Fig. 1.2, (b) an A-scan at \(x=8\) mm in (a), (c) the B-scan at \(y=186\) mm in the C-scan in Fig. 1.2, and (d) an A-scan at \(x=12\) mm in (c). The two positions are marked with letter ‘A’ in Fig. 1.2.
1.3.2 Transverse view of the EB weld - B- and A-scans

To examine transverse view of the EB weld, four B-scans were selected based on the C-scan in Fig. 1.2. The two B-scans at \( y = 97 \) and 129 mm (marked with letter ‘v’ in Fig. 1.2) contain relatively weak scattering, and are shown in Figs. 1.3 (a) and (c) where the maximum amplitude levels are 29 and 27, respectively. The other two at \( y = 106 \) and 186 mm (marked with letter ‘A’ in Fig. 1.2) contain stronger scattering, and are shown in Figs. 1.4 (a) and (c) where the maximum amplitude levels are 52 and 58, respectively. To facilitate analyzing grain noise pattern, all the B-scans in this subsection are displayed in signal envelope and from each selected B-scan an A-scan is chosen and displayed just below. Obviously the lower parts of the four B-scans (\( x > 25 \) mm) cover the tip end of the weld. From the B-scan in Fig. 1.3(a), it seems to be possible to roughly figure out a pattern of the weld cross-sectional structure because the shape formed by the strong echoes resembles a cross-section of a tube. Apparently, there is a low echo area in the middle of the ‘tube’, and ‘its walls’ look not to be continuous and smooth. At the lower ends of the ‘walls’ (the weld tip) we can see that they are bent to the deeper direction (to the right in the figure). The reasons for this are most probably the effects of refraction and weld anisotropy. The refraction effect arises from the difference of ultrasonic speeds between the weld parent material and its heat-affected and fusion zones and the oblique incidence of the ultrasonic beams on the weld tip at which the two zones become round. The anisotropy causes the angle-dependent speed. The weld bending toward the deeper direction may suggest the ultrasonic speed in the weld should be lower than in the parent material, which needs further verifying. Now looking at the B-scan in Fig. 1.3(c) and based on the above observation, we can see some similarity. To investigate the ultrasonic interaction of an EB weld, we divide the B-scans into five different regions in terms of the contents of backscattered signals.

(i) In the first region, \( z = 31 \sim 52.5 \) mm, we can see the fine grain noise that results from the fine grains in the parent material.

(ii) In the second region, \( z = 52.5 \sim 56.5 \) mm, a little stronger echo area is weakly visible and is overlapped with fine grain noise. The echoes in the area come from the heat-affected zone (HAZ) that contains a little coarser grains.

(iii) In the third region, \( z = 56.5 \sim 63.5 \) mm, we can see two columns of strong echoes and a weaker scattering, strip-like area between the columns that extend over the range of \( x = 0 \sim 24 \) mm in Fig. 1.3, and \( x = 0 \sim 26 \) mm in Fig. 1.4. These strong echoes may be caused by the big variations of microstructure from the HAZ to the fusion zone. The traces of the variations may form the boundaries of the fusion zone (\( x = 0 \sim 24 \) mm in Fig. 1.3, and \( x = 0 \sim 26 \) mm in Fig. 1.4).
the upper and the lower side of a horizontal-vertical weld. Apparently, the boundaries do not look continuous and well-defined. The reasons are probably due to irregular fronts of weld solidification. Below the strong echoes, we can see some weaker echo areas that correspond to the HAZ around the weld tip \((x = 24 \sim 28 \text{ mm in Fig. 1.3, and } x = 27 \sim 30 \text{ mm in Fig. 1.4})\). Further below, there is a weak scattering (fine grain noise) area \((x = 28 \sim 32 \text{ mm in Fig. 1.3, and } x = 30 \sim 32 \text{ mm in Fig. 1.4})\) that is the parent material. In this third region there are the echoes from the fusion zone, and the multiple scattering from the HAZ and the parent material although the multiple scatters are so weak to be difficult to see.

(iv) In the fourth region, \(z = 64 \sim 67 \text{ mm}\), there is an echo area that is much weaker than in the third region but a little stronger than in the second region, and the echoes in this area result from the scattering from the HAZ and the multiple scattering from the fusion zone.

(v) In the fifth region, we can see a combination of fine and coarse grain noise. The fine one comes from the parent material and the coarse one arises from the multiple scattering among the coarse grains in the weld zone.

Now let us move to the two B-scans in Fig. 1.4 that contain quite much stronger echoes from the EB weld. The B-scan in Fig. 1.4 (a) contains one strong echo spot around point, \(x=9 \text{ mm and } y=57 \text{ mm}\), on the front boundary of the weld, and the B-scan in (c) contains two strong echo spots at points, \(x=12 \text{ mm and } y=56.4 \text{ mm, and } x=17 \text{ mm and } y=56.8 \text{ mm}\), both on the front boundary of the weld. At the first glance, it seems to be impossible for us to figure out the weld structure from each of the B-scans because the strong echoes scale down the area containing echoes from the boundaries of the weld. Also the fine grain noise in the parent material area, apparently, is weaker compared to the one in Fig. 1.3. However, if using a smaller scale, e.g., the scale used in Fig. 1.3, we can see the weld images quite similar to those in Fig. 1.3. The three strong echo spots in Fig. 1.4 probably come from the three pores with diameter larger than the coarse grains in the weld.

From the above analysis and taking into account the effects of refraction and anisotropy, the weld structure seen from its ultrasonic image seems to be in accordance with its metallographs reported by Sanderson et al [1].

### 1.3.3 Local longitudinal view of the EB weld - local C-scans

As mentioned in the beginning of this section (Sect. 1.3), local C-scans can be used to show the longitudinal views of the EB weld at different depths. Here, six local C-scans (see Fig. 1.5(a)-(f)) are chosen at different depths in different regions that may contain the weld or not. They are located from shallow to deep positions, respectively, at (a) \(z=55.22 \text{ mm in the front HAZ, (b) } z=58.21 \text{ mm at the front boundary of the fusion zone, (c) } z=60.660 \text{ mm in the fusion zone, (d) } z=62.20 \text{ mm at the back boundary of the fusion zone, (e) } z=64.65 \text{ mm in the back HAZ, and (f) } z=66.25 \text{ mm at the top end of}}\)}}
canister inner wall. In each of the subfigures, we plot a line that roughly defines the boundary between the weld and the non-welded zone. Looking at the C-scans from Fig. 1.5(a) to (f), it can be seen that the boundary moves downwards and becomes smaller, and then from Fig. 1.5(e) to (f) the boundary moves upwards and becomes larger. Combining the C-scans together with the B-scans in Sect. 1.3.2, we may be able to imagine a rough, 3-D image of the weld layer. The image seems to be in agreement with the EB weld structure reported in [1]. It should be specially mentioned that the C-scan in Fig. 1.5(f) is quite interesting, showing the circumferential top of the interface between the inner surface of the canister’s wall and the lid, and this is the first time that we find it out and show it up. The interface top looks not continuous and smooth, probably because the oscillation of the electron beam during the welding process resulted in the irregular solidification fronts along the circumferential top of the interface. From Fig. 1.5(a) and (b), we also get to know that the three strong indications of defects in the region of \( y = 200-240 \) mm in Fig. 1.2 are located at different depths, the two at \( y = 205 \) mm being located deeper than the one at \( y = 224 \) mm.

![C-scan at z= 55.2237 mm](image1)

![C-scan at z= 58.2111 mm](image2)
Fig. 1.5. Local C-scans at different depths (a) \( z = 55.22 \) mm in the front HAZ, (b) \( z = 58.21 \) mm at the front boundary of the fusion zone, (c) \( z = 60.66 \) mm in the fusion zone, (d) \( z = 62.20 \) mm at the back boundary of the fusion zone, (e) \( z = 64.65 \) mm in the back HAZ, and (f) \( z = 66.25 \) mm at the top end of canister inner wall.
1.3.5 Summary

The above analysis reveals that an EB weld can be seen to such a multi-layered medium that has a fusion zone layer surrounded by a HAZ layer. The grains in the fusion zone are very coarse and those in the HAZ are finer, but coarser than in the weld parent material. The parent material that surrounds such a layered medium is fine-grained. When inspected using the configuration in Fig. 1.1, a copper canister containing a weld can be roughly treated as a five-layered medium. Each of the five layers, i.e., the five regions above mentioned, contains ultrasonic scatters of different types that have different properties and features. This will be further discussed in the following section.

The structure of an EB weld deduced from its B-scans (transverse view) and local C-scans (longitudinal view) is basically in accordance with that reported by Sanderson et al [1] (schematically shown in Fig. 1.1). The boundaries between the parent material and the HAZ and between the HAZ and the fusion zone do not look continuously- and well-defined in the ultrasonic images. Refraction at the boundaries and weld anisotropy may have significant effect on ultrasound at the weld tip, and thus may cause imaging distortion, e.g., the weld bending at the weld tip and the others.

1.4 Feature analysis and extraction

To suppress grain noise and to enhance detection of flaws in EB welds, usually we need to rely on some properties and features extracted from the responses of the welds and flaws. In this section we present two general ways for feature analysis and extraction based on physical acoustic and signal processing methods.

1.4.1 Grain noise and its properties

It is well known that the grains in a metal under ultrasonic inspection act as unresolvable scatterers that result in multiple scattering among them and produce the coherent interference. The coherent interference on a phase-sensitive receiver (the majority of ultrasonic transducers and arrays used in both NDT and medical imaging are phase-sensitive) results in grain noise in ultrasonic echo signals (e.g., A-scan and B-scan signals). The multiple scattering is a random process that can usually be described geometrically by a random walk model [3]. The ultrasonic grain noise due to the coherent interference of the multiple scattering is spatially random, but temporally stable. The grain noise is dependent on the transducer frequency used and spatially diverse, the spatial and frequency diversity methods can be used to suppress the random multiple scatter, that is, grain noise.
We concluded in the former section that a copper canister with an EB weld is an inhomogeneous medium in which the weld is embedded as a multi-layered medium that contains different grains from its parent medium. Now let us examine the ultrasonic interaction of such a copper canister under ultrasonic inspection. When the canister is insonified by a pulse ultrasonic beam with the inspection configuration shown in Fig. 1.1, both the weld parent material and the weld layer scatter the ultrasound, and the scattering is of different orders, e.g., the first-, the second-, and the high-order. The first-order scatter of the parent medium occurs at the front surface of the canister, and it is just the reflection. After the first-order scatter, the ultrasound goes into the canister, and it is multiple scattered and attenuated. When the ultrasound goes further, it impinges on the weld layer, and scattered by the layered medium. At each boundary in the weld, either between the weld parent material and the heat-affected zone, or between the heat-affected and the fusion zones, and so forth, the first-order scattering occurs. Then, in every layer the multiple scattering happens, and the scattered ultrasound reverberates. When the multiple scattering either in the parent material or in the weld layer is received by a phase-sensitive receiver, grain noise turns out in the received signal. The multiple scattering in the weld layer is much stronger than in the parent material. Though attenuated fast as it reverberates on, the multiple scattered ultrasound remains so strong that in the B-scan image it is still visible after the weld zone.

The multiple scattering (the high-order scattering) is a random process because the grains, the scatterers, in a polycrystalline metal are randomly positioned and oriented, and thus results in grain noise in a coherent received ultrasonic signal. Unlike the multiple scattering, the first-order scattering does not have a process of scattering from the random scatterers, and thus it is not a random process. It is usually explored for ultrasonic imaging the weld structure. Grain noise usually causes ultrasonic imaging distortion.

Due to the different physical features of grain noise and the first-order scattering, therefore, the spatial diversity method can suppress the grain noise which is random, but not the first-order scattering which is not so random as the grain noise. This will be shown in Sect. 1.5.1 dealing with grain noise suppression.

1.4.2 Statistical analysis of ultrasonic backscattering from EB welds

In the preceding section, Sect. 1.3, we have presented a few ultrasonic signals, that is, the B-scans in Figs. 1.3 and 1.4 and the local C-scans in Fig. 1.5, and made a detailed analysis of ultrasonic interaction and imaging of an EB weld. From these scans, we can see that the amplitudes of ultrasonic (backscattered) signals vary with depths; e.g., in the heat-affected zone the signals are weak, at the boundaries they are strong, and so on. Although this observation is correct, it can not supply a complete picture of how the signal amplitudes vary with depths. Here we make use of a statistical
approach to draw a more complete picture. The approach is based on the analysis of histograms of local C-scans at different depths. A histogram can depict the distribution of amplitude levels of ultrasonic signals. Fig. 1.6 shows the histograms of local C-scans at depths from 50 to 81 mm in the copper canister. The figure is log compressed in order to make visible the low occurrence part in the range of large amplitude level. The vertical axis represents the amplitude level, and the horizontal axis represents the depth. The image in the figure looks like an upside-down mountain with three peaks that are in the depth range of about 55-70 mm over which the EB weld extends. This range is of our special attention. The three downward peaks lie in the intervals of 55-60 mm, 60-65 mm, and 65-70 mm, respectively. The first two correspond to the strong scattered signals from the front and the back boundaries of the weld, and in between there is a small valley, which means the low scattering from inside the fusion zone. The third peak results from the strong scattering by the top of the interface between the canister wall and the lid (see Fig. 1.1).

Among the histograms, we pick out the six histograms corresponding to the six local C-scans in Fig. 1.5, and show them in Fig. 1.7 together with their K-distribution fittings. Concerning the K-distribution, the reader is referred to our previous report [3]. Because the backscattering from the weld structure, not the flaws, is of the main interest presently, the K-distribution fits are made according to the criterion of the minimum error of the histograms calculated from the measured local C-scans and predicted by the K-distribution model. Thus, the K parameter $\alpha_1$ is used for the fits, and obtained using the low order (first order) central moment of amplitude (refer to Ref. [3]) and the amplitude level range that discards the high amplitude levels with very low occurrences; e.g., in the present case, the amplitude level ranges used for the six fittings are 12, 52, 45, 45, 25, and 20, respectively; and consequently, $\alpha_1$ obtained are 2.27, 0.95, 2.86, 4.73, 1.91, and 0.92, respectively. Apparently, the K-distribution, on the whole, gives good fit to the histograms of the local C-scans in Fig. 1.7(a), (c)-(e), but does not fit so well for those of the C-scans in Fig. 1.7(b) and (f) that contain several or quite a few individual strong scatterers.

From the above analysis, we can gain some useful information and find out a guideline for selecting gates for C-scans. The fact that the first peak is the largest may indicate that the flaws (usually porosity) most probably exist at the front boundary of the EB weld. This coincides with the investigated results reported by Sanderson et al (see Sect. 1.2.2), that the porosity tended to be concentrated towards the upper side of a HV weld, presumably as bubbles formed and floated upwards in the melt. Creating three C-scans using the three gates that cover the three peaks, respectively, we can extract more information on an EB weld. This is shown by Fig. 1.8, in which three C-scans were obtained using such three windows that covered the depth ranges (a) from $z=50$ mm to 60 mm, (b) from $z=60$ mm to 65 mm, and (c) from $z=65$ mm to 70 mm, respectively. From Fig. 1.8(a), it can be seen that most of the strong indications of flaws are in the front boundary region,
from Fig. 1.8(b), one indication is visible in the base boundary region, and from Fig. 1.8(c), the tip end of the canister inner wall can be seen and also one indication of possible tip flaw at $x=26$ mm and $y=120$ mm. Whereas in Fig. 1.2, lots of useful information (e.g., the C-scan in Fig. 1.8(c)) was lost.

**Fig. 1.6.** In the region of interest (a), the histograms of the local C-scans in the region of interest are plotted against depth (b). Note that figure (b) is log compressed.
Fig. 1.7. The histograms of the local C-scans in Fig. 1.5, from measurements (solid) and the K-distribution fitting (dotted).
Fig. 1.8. The three C-scans gated by the three windows that cover the depth ranges (a) from \( z = 50 \text{ mm} \) to \( 60 \text{ mm} \), (b) from \( z = 60 \text{ mm} \) to \( 65 \text{ mm} \), and (c) from \( z = 65 \text{ mm} \) to \( 70 \text{ mm} \), respectively.
1.5 Grain noise suppression and flaw-detection enhancement

In this section we present the methods resulting in increasing the sensitivity to weak scattering flaws. First, we show the method of suppressing grain noise using spatial diversity method (SDM). Second, we show the way of enhancing the relevant echoes by wavelet filtering.

1.5.1 Grain noise suppression

Due to the random character of grain noise (see Sect. 1.4.1), the spatial diversity method can be used to suppress the grain noise. This is exhibited and under detail investigation in this section.

The spatial diversity method (SDM) has been applied to medical ultrasonic imaging to reduce speckle in ultrasonic images for almost two decades [9-22]. But it has been seldom used in ultrasonic nondestructive testing (NDT). The method is also often called phase-insensitive processing method [9-14], or spatial compounding method [15-22]. These names are taken either after the property of speckle patterns, or after the way that an ultrasonic signal is formed. The spatial diversity method comes from the property of speckle patterns that are spatial diverse. The phase-insensitive processing method is named according to the way that a receiving transducer, usually a transducer array, forms an ultrasonic signal. The spatial compounding name comes from the way that an ultrasonic signal (usually a B-scan) is formed by compounding a set of ultrasonic signals (usually envelope-detected) which are obtained at different position. Below we will refer to as the spatial diversity method (SDM). The SDM can be implemented in different ways, e.g., using different ultrasonic arrays, such as a linear array [9,10,13,14], a phased array [15,16,19,22], a maltese cross array [20], a segmented annuli array [21], or using different synthetic apertures [11,12, 17,18]. The method has been studied extensively, and has shown that the method is quite effective to reduce speckle.

Here, we apply the SDM to the suppression of grain noise from copper canisters. The SDM is implemented based on a linear array and the ALLIN system. More specific, the method is applied to the case corresponding to that presented in Figs. 1.3-1.5 in Sect. 1.3 where the images were obtained using the conventional way of imaging, i.e., phase-sensitive summation of the signals from all the array elements. Since the ALLIN ultrasonic array system does not have the capability of directly obtaining and summing the enveloped-detected signals from the array elements, we have developed an indirect, off-line way to realize the SDM. Similarly to the case in Sect. 1.3, we used 32 elements in the 64-element linear array as aperture transmitting a focused pulse field. But the 32 elements were fixed to elements 3-34, so that the aperture was unable to be electronically scanned in the x direction (see Fig. 1.1). Instead, the aperture was mechanically scanned in the x direction. At each scanning
position, the aperture was sending the pulse field 32 times, and for each pulse, only one element was used to receive the backscattered ultrasound. In this way, the ultrasonic signals from 32 elements were obtained and acquired by the ALLIN system. Since only one array element was used as receiver, the receiving sensitivity was much lower than that of a 32-element receiver, and thus the gain used in the measurements was 35 dB, which was much larger than in the phase-sensitive case presented in Sect. 1.3 where the gain used was 12 dB. The acquired data were RF signals and could be used to create A-B- and C-scans either in a phase-sensitive way, or in a phase-insensitive way (or equivalently speaking, by means of spatial compounding). In the phase-sensitive way, we can create almost exactly the same C-, B-, and A-scans as those presented in Figs. 1.2-1.5. In the phase-insensitive way, we obtain the so-called spatial compounded data by summing up the envelope-detected signals from the 32 elements. The envelope-detected signals were obtained by means of Hilbert transform and divided by 32, the number of elements used. The B- and A-scans corresponding to those in Figs. 1.3 and 1.4 are shown in Figs. 1.9 and 1.10, respectively. Compared to Figs. 1.3 and 1.4, the B-scans in Figs. 1.9 and Fig. 1.10 look much smoother because the grain noise has been largely reduced. Comparing the B-scans in Fig. 1.9 with those in Fig. 1.3, the boundaries of the EB weld look smoother as well as more continuous. All this indicates that the grain noise both in the weld parent material and in the weld has been largely suppressed, so that the images of a weld structure have been significantly improved.
Fig. 1.9. The spatially compounded B- and A-scans that correspond to those in Fig. 1.3.
Fig. 1.10. The spatially compounded B- and A-scans that correspond to those in Fig. 1.4.
Now let us get into a more detailed investigation of the SDM. In Fig. 1.11, we show four images of the ultrasonic signals coming out of the 32 elements before forming the A-scans at four positions, namely, (a) \((x, y) = (7, 98)\) mm, (b) \((x, y) = (7, 129)\) mm, (c) \((x, y) = (8, 106)\) mm, (d) \((x, y) = (12, 186)\) mm. Making the phase-sensitive summation of the signals, we obtain the four A-scans that correspond to those in Figs. 1.3(b), 1.3(d), 1.4(b), and 1.4(d), respectively, and making the phase-insensitive summation, we have the A-scans corresponding to those Figs. 1.9(b), 1.9(d), 1.10(b), and 1.10(d), respectively. In Fig. 1.11, we can see that the backscattered ultrasound echoes received by the 32 elements form two vertical strips that look almost straight and should correspond to the scattering from the front and the back boundaries of the weld, respectively. Note that the color scaled levels are different in the images displayed. However, each strip, whether it is from the front or the back boundary, does not look uniform. For example, in Fig. 1.11(a), the echoes in the middle part of the front strip look stronger than those in the upper and lower parts, and the echoes along the back strip are becoming stronger from its upper end to its lower end; in Fig. 1.11(b), the two strips look not so obvious as in Fig. 1.11(a), (c) and (d). The reasons for these phenomena may arise from the irregular orientations of the boundaries at the places where they were insonified, the non-uniform solidification fronts, and the others.

Let us look at six spatial compounded local C-scans that correspond to those in Fig. 1.5 and shown Fig. 1.12(a)-(f), respectively. Fig. 1.12 also shows that the grain noise in the C-scans is largely suppressed and thus the images of the weld structure have been improved.

In comparison of the B- and C-scans before spatial compounded (Figs. 1.3-1.5) with those after spatial compounded (Fig. 1.9, 1.10 and 1.12), we see that the spatial resolution has become worse to different extents for ultrasonic imaging at different depths. This reveals that the grain noise suppression is gained at the price of the spatial resolution, i.e., the increased beam width. But this price is not so significant in the focal zone, e.g., the zone around \(z=60\) mm in the present case, because the backscattered signals from the 32 elements in the focal zone are quite in phase and thus the phase cancellation is not so severe.
Fig. 1.11. The outputs of 32 elements before beam-forming the A-scans at four positions, (a) \((x, y) = (7, 98)\) mm, (b) \((x, y) = (7, 129)\) mm, (c) \((x, y) = (8, 106)\) mm, (a) \((x, y) = (12, 186)\) mm, which correspond to the positions in Figs. 1.3(b), 1.3(d), 1.4(b), and 1.4(d), or to the positions in Figs. 1.9(b), 1.9(d), 1.10(b), and 1.10(d), respectively.
Fig. 1.12. Local C-scans after spatially compounding, which correspond to those in Fig. 1.5.
1.5.2 Clutter Suppression Filtering—Filter Bank Approach

The SDM method aims at suppressing the weld grain noise by means of spatial averaging. The cost paid for that approach, as discussed in the previous section, is a lower spatial resolution—which may not be critical if we only want to detect voids. Another approach is to design a filter for suppressing the clutter in the time domain (A-scans) instead of the spatial domain, without offering the spatial resolution. By comparing the spectra from a flat bottom hole (FBH) (which is Hole No. 13 in the non-welded zone and has a 1.5-mm diameter) and the weld in the CAN1 block, one can see that they look very similar (see Fig. 1.13). This looks discouraging—it seems difficult to filter out the weld clutter essentially located in the same frequency band as the FBH response. However, looking in the time domain (see Fig. 1.14), we can see that the FBH seems to have a slightly shorter response than the weld grains.

![Average Noise Spectrum](image1)

(a) Average weld clutter spectra from 15 B-scans in the CAN1 block.

![FBH](image2)

(b) Spectra from a single A-scan of an FBH in the CAN1 block (dash-dotted, Capon spectral method).

Fig. 1.13. Comparison of amplitude spectra from weld clutter and a flat bottom hole with a 1.5-mm diameter in the non-welded zone.

![FBH](image3)

(a) Flat bottom hole

![Weld Clutter](image4)

(b) Weld clutter
This might be explained by the fact that voids—especially FBHs—"shadow" deeper lying reflectors. This feature can be exploited to find a "matched" filter which will emphasize the FBH (or void) response and suppress the grain noise. The question is how to find such a filter. One method is to use a bank of band-pass filters and select such a particular filter that gives the "best" response in terms of S/N ratio. Other approaches based on statistics of the weld clutter and the response of voids would of course be desirable. However, this requires a rather large number of representative examples from both types of reflectors. Presently we have very few examples of voids, which makes this approach intractable. It is also difficult to verify what kind of reflectors that are present in a weld without destructive examination or radiographic methods. At the moment the only available well-defined reflectors are artificial defects, like drilled holes\(^1\). We, therefore, have to resort to the more heuristic filter bank approach consisting in the evaluation of the result by looking at filtered A-, B- or C-scans.

Filter banks have a close connection to time-frequency analysis and wavelet theory [23]. The wavelet transform is basically a bank of band-pass filters—, which are orthogonal for the discrete wavelet transform (DWT). In this application we have used the continuous wavelet transform (CWT) as a tool to find a FIR filter with the desired properties described above. Wavelet filters are based on a single prototype filter, called "mother wavelet", which are scaled and shifted to construct a bank of filters simultaneously filtering the signal. Applying the CWT to a signal (column vector) \( x \) gives a two-dimensional result (matrix) \( X \), where one dimension is time (shifts) and the other is scale, that is the size (length) of the wavelet filter. Fig. 1.15 shows three examples of wavelet filters.

Fig. 1.16 shows the CWT of an A-scan containing the response from an FBH and the CWT of an A-scan containing clutter, filtered with the Sombrero filter in Fig. 1.15 (b).

---

\(^1\)It is also a difficult task to detect voids in our test blocks with radiography.
Images like those in Fig. 1.16 give a quick view of where, and at which "scale", a signal has significant energy. Since the CWT is a convolution of the wavelet filter with the analyzed signal, the response is dependent on the similarities (i.e. the correlation) of the wavelet filter and the signal. These features make wavelets a very useful tool for analyzing transient signals encountered in, for example, US testing. In this application we are basically interested in distinguishing between two types of transients—void transients (defect reflections) and "other" transients. In this first attempt, the filter (mother wavelet) has not been chosen based on any physical reasoning, only the pre-defined filters shown in Fig. 1.15 have been studied. However, despite this ad hoc procedure the amplitude of the CWT of the FBH signal is significantly larger for scales around 80–130 compared to the corresponding one for the weld clutter signal (Fig. 1.16). The A-scans are shown in Fig. 1.17 both before and after filtering with the Sombrero filter corresponding to scale 120. The frequency response of the Sombrero filter is shown in Fig. 1.18. Note that the filter is much lower frequent than the spectra for the received signals shown in Fig. 1.13. In order to further examine this property a low-pass FIR filter with approximately the same cut-off frequency as the wavelet filter shown in Fig. 1.19 was constructed. The impulse response is quite similar to the wavelet filter and the filtering results are very similar as well.
Fig. 1.17. A-scans from a FBH and weld grains from the CAN1 block unfiltered and filtered with the Sombrero filter at the scale corresponding to 120 in Fig. 1.16.

One example C-scan from Block 3 of canister Weld123 is shown in Figs. 1.20 and 1.21. One can see that the clutter has been substantially suppressed. However, since this is an example taken from a real weld – no artificial defects – it is not clear whether all suppressed echoes are clutter or actual defects. As this research is at the early stage, no fine tuning—except manual tuning—has been performed. Although the results are very encouraging it should be stressed that the wavelet filter has been applied to a very limited number of examples and further evaluation of the performance is needed.

Further research will include searching for a physical explanation of the results and, if possible, better tuning the filters. We are also planning to inspect the copper weld specimens with a lower center frequency focused transducer with a similar center frequency as the wavelet filter.
**Fig. 1.19.** A linear phase FIR low-pass filter with approximately the same cut-off frequency as the wavelet filter.

**Fig. 1.20.** Original C-scan from the Weld123-3 block using 32 elements.

**Fig. 1.21.** Filtered C-scan from Weld123-3 block using 32 elements.
1.6 Conclusions and future work

To evaluate EB welds, we started from a brief introduction of EB welds and their structure, then we have made a systematic analysis of ultrasonic interaction and imaging of an EB weld, conducted analysis and extraction of features on grain noise and backscattering from EB welds, then implemented grain noise suppression based on the feature of grain noise, and finally realized flaw-detection enhancement by means of wavelet transform.

Having gained a deep insight into ultrasonic interaction of an EB weld, an EB weld is thought of as a multi-layered medium that is embedded in a parent medium and contains grains different from its parent medium. From ultrasonic imaging of a EB weld, e.g., B-scans and local C-scans, we can get transverse and longitudinal view of the weld structure that is basically in accordance with that reported by Sanderson et al [1]. The boundaries between the parent material and the HAZ and between the HAZ and the fusion zone can be seen although they do not look continuously- and well-defined in the ultrasonic images. Refraction at the boundaries and weld anisotropy may have significant effect on ultrasound at the weld tip, and thus may cause imaging distortion, e.g., the weld bending at the weld tip and the others.

Some features on grain noise and backscattering from a EB weld have been analyzed. From the analysis of histograms of the weld ultrasonic image, the phenomenon has also been shown that the porosity tended to be concentrated towards the upper side of a HV weld, and a guideline on how to select the gates for creating C-scans has been proposed.

Due to the randomness of grain noise, the SDM has shown its ability to suppress grain noise both in the parent material of an EB weld and in the weld so that the weld ultrasonic image can be significantly improved. The suppression is achieved at the price of reduced spatial resolution.

To enhance flaw detection, wavelet filters have been studied. An FIR filter, called Sombrero filter, has been found to yield encouraging results of clutter suppression. However, the physical explanation for the results is still missing and needs exploring.

On the whole, these researches are still at the early stage. In future, we will exploit other means to extract more features on EB welds, deal with the filter design and parameter tuning, and inspect the copper canisters using a focused transducer with a lower center frequency that is similar to the wavelet filter.
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2 Modeling of ultrasonic fields from the ALLIN linear array with
cylindrically curved surface

2.1 Introduction

During the past five years, we have been developing and upgrading the modeling tool that is
mainly oriented to linear arrays. Up to now, the modeling tool can simulate acoustic and elastic fields
from planar linear arrays [1-5], planar phased arrays [6,7], and concave arrays [6], and acoustic fields
from the ALLIN array, a linear arrays with a cylindrically curved surface [8,9]. The theory used in the
modeling tool, basically, is the angular spectrum approach (ASA), although some other methods have
been used in combination [6,8,9]. To further upgrade the modeling tool, we have done the work this
year in the following aspects:

(i) developing a novel, and efficient method of calculating the spatial impulse response (SIR) of the
    ALLIN array to determine the pulse excitation of the array;
(ii) calculating elastic fields radiated by the ALLIN array into immersed solids.

To quantitatively calculate ultrasonic fields from the array or to quantitatively estimate ultrasonic
attenuation in copper canisters, it is necessary to have a precise pulse excitation of the ALLIN array.
Last year the ASA had been extended to arbitrarily curved transducers and arrays, and thus the
modeling of pulse-echo fields radiated by the ALLIN array into a fluid was able to be implemented
and the modeled results were compared with the measurements [8,9]. To calculate the pulse-echo
fields, the pulse excitation on the array surface was needed and usually obtained using deconvolution
technique, specifically, deconvolving a measured echo with the spatial impulse response (SIR) of the
array at the measurement point. Therefore, we started developing a method for computing the SIR,
and had created a very preliminary form of the method that was a single integral for the on-axis case
and not efficient. Also for the convenience of computer simulation, we formulated an analytical
function that approximately modeled measured pulse-echoes, and further obtained the pulse excitation
based on the deconvolution of the analytical function [8]. However, this analytical measurement
model did not yield the accurate prediction of pulse-echo fields in comparison with the measured
ones. In the present work, we have developed a novel, and efficient method of calculating the SIR of
the ALLIN array to determine its pulse excitation, then applied the pulse excitation to the calculation
of acoustic pulse-echo fields in water, and finally compared the calculations with measurements. This
work is presented in Sect. 2.2. Using the pulse excitation, we have further calculated elastic fields
radiated by the ALLIN array into a copper canister in immersion inspection. The results are presented
in Sect. 2.3. The pulse excitation has also been used in the next chapter in calculating the pulse echoes
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from attenuating copper plates for the log-spectral difference method to quantitatively estimate attenuation with diffraction correction.

2.2 Acoustic fields

2.2.1 Review of the spatial impulse response method (SIRM)

A number of different methods for computing ultrasonic transient fields have been developed up to now. An excellent review of transient field theory for baffled planar pistons was given by Harris [11]. The spatial impulse response method (SIRM) seems to have become the most powerful tool to calculate transient radiation since it was proposed by Tupholme [12] and Stepanishen [13,14]. The method has been applied extensively to the case of planar transducers with both uniform [11-24] and nonuniform [16,25-27] excitations and also to the case of curved transducers [16, 25, 27-33]. In the case of uniform planar transducers, the spatial impulse response (SIR) can be obtained for a few different shaped apertures, such as circular pistons [11-18], rectangular transducers [18-21], and triangular apertures [22], segmented annular apertures [23], and arbitrarily shaped transducers [24]. In the case of curved transducers, the SIRM has been applied to the cases of focusing transducers with spherically curved surfaces [16,28-30], conical surface [41], spherically curved strip [32], axisymmetric nonuniform surface velocity distribution [33], concave cylindrical transducers [34], and rectangular strip-like focusing transducers [35], and arbitrarily shaped transducers [25]. The analytic forms of spatial impulse responses are available only for circular pistons [11-18], rectangular transducers [20,21], triangular apertures [23], spherical radiators [28,29], and conical radiators [31]. The SIRM has also been applied to predicting pulse echo fields from planar transducers [41 44].

Some relevant works, e.g., presented by Theumann et al [34] and by Reibold and Kazys [35], need special mentioning here. Using the SIRM, Theumann et al [34] dealt with a transducer that had the geometry of a concave cylinder and radiated an acoustic field inside the cylinder. They reduced the surface integral of the impulse response into a single integral (an elliptic integral) and obtained the impulse response by means of numerical integration. On the cylinder axis, the impulse response was given in analytic form. Reibold and Kazys [35] applied the SIRM to the calculation of the radiation by a rectangular strip-like focusing transducer with a cylindrically concave surface, the same geometry as the transducer that we deal with in the present work. However, they essentially treated the concave, rectangular transducer as a plane transducer that was subdivided into a set of elementary strips on which the appropriate phase shifts were imposed. The concave, rectangular transducer treated in such a way is equivalent to a planar "linear array" that consists of the same set of such elementary strips and has the imposed time delays corresponding the same phase shifts. Therefore, the impulse response
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obtained in such a way was not the one of the cylindrically concave, rectangular transducer, but the one of the "linear array". Another possible solution to the rectangular transducer with a cylindrically curved surface is the method proposed by Jensen and Svendsen [35], who used the idea similar to Ocheltree and Frizzell’s [45], cutting an aperture into a large number of small rectangular elements so that the farfield approximation holds for each rectangular element at one certain frequency, and then using the farfield SIR of a rectangular aperture given by Stepanishen [13,14]. They applied the method to a spherically concave transducer. However, this method can be inefficient, especially for the field points close to a transducer surface and in the focal zone. For field points close to the transducer surface the transducer must be cut into a large number of small rectangles so that the farfield approximation holds for the highest frequency component of an impulse response, and in the focal zone the SIR becomes very narrow so that the highest frequency can be very high, e.g., the SIR is a δ impulse at the focal point of a spherical cap transducer. Also, the farfield-approximation-based rule for choosing the sizes of the small rectangular elements is ambiguous and uncertain because the widths of the SIRs at different field points vary over very large range, and the criterion for choosing the highest frequency can be difficult to determine.

A thorough literature review (partly presented above) reveals that the SIRM has, so far, not been used for simulating acoustic fields radiated by cylindrically curved, rectangular transducers and linear arrays consisting of cylindrically curved, rectangular elements. Determining the SIR of linear arrays that have cylindrically curved surfaces is of particular interest in the present work because it is the key to the SIRM for the evaluation of transient fields. In this section we present a novel approach to calculating the SIR of rectangular transducers and linear arrays with curved surfaces, which makes it possible to predict the pulse-echo fields from the array. The pulse-echo fields mean the fields radiated by the array, diffracted by a point-like scatterer, and received by the same array. The general theory underlying the approach is given in Sect. 2.2.2 and applied to the above-mentioned linear arrays. An example of a calculated impulse response of such an array is presented in Sect. 2.2.3. The simulated and measured results are compared in Sect. 2.2.4. The analytic form of the SIR of such a curved, rectangular transducer is available in some special case and its derivation is given in Appendix 3-B.

2.2.2 Theory

A. General description of the spatial impulse response method

It is well known that a sound field from a baffled planar piston source in a fluid can be rigorously depicted by the Rayleigh integral. For a curved source the Rayleigh integral can approximately represent the radiation of the curved source under certain conditions, where the diameter of the source is large compared to the wavelength, and the source is only slightly curved. The secondary diffraction under these conditions can, thus, be neglected. This was shown by O’Neil [36] early in 1947, and later
pointed out by Penttinen and Luukkala [28] and Arditi, et al [29]. Several experimental studies [37-39] and numerical investigations [40] have shown that the O’Neil theory agrees very well with experiments and a more exact model for focused transducers. Thus, the O’Neil theory does seem to be a good basis for evaluating focused transducers.

For a source with a radiating surface $S$ and a transient normal particle velocity, $v_n(t)$, on surface $S$, the Rayleigh integral for time dependent velocity potential $\phi(r,t)$ is given by [11,29]

$$\phi(r,t) = \int_{S} \frac{v_n(t-|r-r_s|/c)}{2\pi|r-r_s|} \, dS,$$

(2.1)

where $r_s$ and $r$ are the source and field points, respectively, and $c$ is the sound speed in the medium.

If all the points on the source vibrate with equal amplitude and in phase, i.e., the source is a uniformly vibrating piston, Eq. (2.1) can be written (see e.g., [11-14]),

$$\phi(r,t) = v_n(t) * h(r,t),$$

(2.2)

where $*$ stands for the convolution in time and $h(r,t)$ is called its impulse response [13,14] or, alternatively, spatial impulse response (SIR) [11], which is defined as

$$h(r,t) = \int_{S} \frac{\delta(t-|r-r_s|/c)}{2\pi|r-r_s|} \, dS = \int_{S} \frac{\delta(t-r'/c)}{2\pi r'} \, dS,$$

(2.3)

where $r' = |r-r_s|$. The pressure field at point $r$ can be obtained from the relation,

$$p(r,t) = \rho \frac{\partial \phi(r,t)}{\partial t} = \rho \frac{\partial [v_n(t) * h(r,t)]}{\partial t},$$

(2.4a)

or

$$p(r,t) = \rho v_n(t) * \frac{\partial h(r,t)}{\partial t} = v_n(t) * h_p(r,t),$$

(2.4b)

where $\rho$ is the density of the medium, and

$$h_p(r,t) = \rho \frac{\partial h(r,t)}{\partial t},$$

(2.4c)
which is usually referred to as the pressure spatial impulse response [16,20,41-44]. This is the so-called SIRM.

The SIRM has also been applied to predicting pulse-echo fields from planar transducers, that is, the fields radiated by a transducer, diffracted by a rigid point-like scatterer, and received by the same transducer (see [41,43]). It is also employed here to predict the pulse-echo fields from a linear array with a cylindrically concave surface. Assuming that a transducer works as a receiver that is uniformly pressure sensitive in the effective frequency range of a signal, its voltage output when used in pulse-echo mode to receive the echo from a rigid point-like scatterer is given by [41,42,46]

$$e(t) = e_0 v_0(t) \ast h_p(r,t) \ast h_p(r,t)$$  \hspace{1cm} (2.5)

where $e_0$ is a proportional constant.

Fig. 2.1. Geometry of the rectangular aperture with cylindrically curved surface, and the four regions I, II, III, and IV in which the SIR of the (planar) sub-aperture is defined and listed in Table A2.1 in Appendix 3-A.

From the above formulation, it can be seen that, to predict a field radiated by a source, the normal velocity on the source surface and the SIR of the source need to be known. The normal velocity can be determined experimentally (see e.g., [42,44]); this will be discussed in the next section.
Determination of the SIR of velocity potential in Eq. (2.3), therefore, is the key to the SIRM. As mentioned in the Introduction, the spatial impulse responses are available in analytic form for some special cases only. However, the SIRs of a rectangular aperture and a linear array with cylindrically curved surface, which are among the most commonly-used transducers and arrays in NDT and medical imaging, are not available yet. Here an approach to determining the SIRs of a rectangular aperture and a linear array, both with a cylindrically curved surface, is proposed.

**B. Spatial impulse response of a cylindrically curved, rectangular aperture**

The geometry of a cylindrically curved, rectangular aperture is shown in Fig. 2.1. The idea of finding the SIR of the aperture is as follows: first subdivide the aperture in the \( x \)-direction into a set of such narrow strip sub-apertures that each sub-aperture can be approximated by a planar rectangle (see Fig. 2.1), and then sum up the SIRs of all these sub-apertures. Obviously, the narrower the strips the more exact the SIR of the aperture obtained. Since the SIR of a planar rectangular aperture is available in an analytic form [20], the SIR of the cylindrically curved, rectangular aperture is easily found by the summation of these analytic SIRs of narrow strips. For a planar rectangular aperture with size \( 2a \times 2b \), its SIR, denoted by \( h_{\text{rect}}(r,t) \), is listed in Table A2.1 in Appendix 3-A.

Assuming that the cylindrically curved, rectangular aperture has dimension \( 2a \times 2b \) and radius of curvature \( R \), the half angle, \( \alpha_0 \), subtended by chord \( 2b \) (see Fig. 2.1) can easily be found to be

\[
\alpha_0 = \arcsin(b/R) , \tag{2.6}
\]

and the arc length spanning over chord \( 2b \) is

\[
\hat{L} = 2\alpha_0 R . \tag{2.7}
\]

Supposing that the cylindrically curved, rectangular aperture is subdivided into \( M \) sub-apertures of narrow strips with length \( 2a \) (see Fig. 2.1), the arc width of each sub-aperture is

\[
\Delta\hat{L} = \hat{L} / M , \tag{2.8}
\]

and the angle subtended by \( \Delta\hat{L} \) is

\[
\Delta\alpha = 2\alpha_0 / M . \tag{2.9}
\]

For a large \( M \), \( \Delta\hat{L} \) can be approximated by its chord \( \Delta L \) which expressed as
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\[ \Delta L = R \sin(\Delta \alpha /2). \] (2.10)

Each sub-aperture is, therefore, approximately planar with dimension of \(2\bar{a} \times 2\bar{b} = \Delta L \times 2a\). The angle subtended by the arc from the center of the \(m\)'th sub-aperture to the \(z\)-axis is

\[ \theta_m = \alpha_0 + \Delta \alpha(m - 1/2), \quad (m = 1, \ldots, M). \] (2.11)

To facilitate the calculation of SIR, the coordinate transform is applied to each sub-aperture. For the \(m\)'th sub-aperture, the coordinates \((x_m, y_m, z_m)\) are transformed into the coordinates \((x, y, z)\) through the following transformation,

\[
\begin{bmatrix}
  x_m \\
  y_m \\
  z_m
\end{bmatrix} =
\begin{bmatrix}
  \cos \theta_m & 0 & \sin \theta_m \\
  0 & 1 & 0 \\
  -\sin \theta_m & 0 & \cos \theta_m
\end{bmatrix}
\begin{bmatrix}
  x \\
  y \\
  z - R
\end{bmatrix},
\] (2.12)

which means that the \(x_m - y_m - z_m\) coordinate system is obtained in such a way that the \(x-y-z\) coordinates are first translated by \(R\) in the \(z\)-direction, and then rotated clockwisely by \(\theta_m\) in the \(x-z\) plane. Obviously, all the sub-apertures in the \(x_m - y_m - z_m\) coordinates are located at point \((0,0,-R)\). Therefore, the SIR of the cylindrically curved, rectangular aperture can be obtained from the superposition of the SIRs of all \(M\) sub-apertures in the following manner,

\[ h(r,t) = \sum_{m=1}^{M} h_{rect}(r_m,t), \] (2.13)

where \(r_m = (x_m, y_m, z_m)\), and \(h_{rect}(r_m,t)\) is the SIR of the \(m\)'th planar, rectangular aperture with dimension of \(2\bar{a} \times 2\bar{b} = \Delta L \times 2a\), and is available in analytic form (refer to Table A2.1 in Appendix 3-A).

C. Spatial impulse response of a linear array with cylindrically concave surface

The linear array considered here is schematically shown in Fig. 2.2. It consists of \(N\) elements which are all \(2a\times 2b\) rectangles with cylindrically concave surface having radius of curvature, \(R\). The center of the \(i\)'th element is located at \(y_i = (i - N/2 - 1/2)d\) where \(i = 1, 2, \ldots, N\), and \(d\) is the spacing of the adjacent elements. Assuming that the element centered at the origin has the SIR
$h_0(r,t)$, which can be obtained from Eq. (2.13), the SIR of the $i$’th element, $h_i(r,t)$, can be easily found by shifting $h_0(r,t)$ along the $y$ axis according to the relation $y_i = (i-N/2-1/2)d$, i.e.,

$$h_i(x,y,z,t) = h_0(x,y - y_i,z,t).$$

When all the elements are excited simultaneously with the same electronic pulse, that is, without electronic focusing, the SIR of the linear array can be written as

$$h(r,t) = \sum_{i=1}^{N} h_i(r,t) = \sum_{i=1}^{N} h_0(x,y - y_i,z,t).$$

(2.14)

![Diagram](image)

**Fig. 2.2.** Geometry of the linear array with cylindrically concave surface.

### 2.2.3 Examples and discussions

To apply the theory proposed in the preceding section, the SIRs of two specific sources in water are considered in this section. The sound velocity of water used in all the calculations is $c=1485$ m/s. One is the concave, rectangular transducer with $2a=16$ mm, $2b=33.5$ mm, and $R=190$ mm. The other is the linear array consisting of 16 elements with $2a=0.9$ mm, $2b=33.5$ mm, and $R=190$ mm. The arc length of the cylindrical curve is $33.543$ mm. These parameters, actually, define the linear array that is used in our laboratory. In calculating their SIRs, both the aperture and the array are divided into 670 narrow strips (i.e., $M = 670$) so that each strip is a 16 mmx0.05 mm rectangle. The SIRs of the aperture and the array are calculated using Eqs. (2.13) and (2.14), respectively. Note that in this
section all the following figures relevant to the SIRs show \( h(r, t)/c \) instead of \( h(r, t) \), and the time axes are in different scales for best illustrating the SIRs at different positions.

A. The SIRs of the concave, rectangular aperture with \( 2a = 16 \text{ mm}, 2b = 33.5 \text{ mm}, \) and \( R = 190 \text{ mm} \).

The SIRs of the concave, rectangular aperture are calculated in four cases, that is, on the \( z \)-axis \( (z = 170 - 240 \text{ mm}) \), and across the \( z \)-axis at three depths, \( z = 130, 190 \) (focal position), and \( 240 \text{ mm} \). The respective results are shown in Figs. 2.3-2.6. It should be pointed out that the peak at the focal point in Figs 3 and 5 is infinitely high so that it can not be displayed completely. Here the main features of the SIRs of the aperture are examined and analyzed without going into much detail.

(i) In a special case where the field points are on the center axis of the cylindrical curve, i.e., the \( y \)-line at \( x = 0 \) and \( z = R \) (refer to Fig. B2.1), the analytic form of \( h(r, t) \) is available and its derivation is given in Appendix 3-B. The analytic form is evaluated in two regions. In the region of \( |y| \leq a \),

\[
h(r, t) = \begin{cases} 
\frac{2cR}{\pi\sqrt{(ct)^2 - R^2}} \arcsin \left( \frac{b}{R} \right), & R < ct \leq R', \\
\frac{cR}{\pi\sqrt{(ct)^2 - R^2}} \arcsin \left( \frac{b}{R} \right), & R' < ct < R'', \\
0, & \text{otherwise},
\end{cases} \tag{2.15a}
\]

and in the region of \( |y| > a \),

\[
h(r, t) = \begin{cases} 
\frac{cR}{\pi\sqrt{(ct)^2 - R^2}} \arcsin \left( \frac{b}{R} \right), & R' < ct < R'', \\
0, & \text{otherwise},
\end{cases} \tag{2.15b}
\]

where \( R' = \sqrt{R^2 + (|y| - a)^2} \) and \( R'' = \sqrt{R^2 + (|y| + a)^2} \).

(ii) For the field points on the \( z \)-axis (see Fig. 2.3), \( h(r, t) \) has the non-zero portion starting just from time instant \( t = z/c \) before the focal point, but starting earlier than time instant \( t = z/c \) after the focal point. The maximum amplitude of \( h(r, t) \) increases with \( z \) until the focal point \( (z = R) \), and decreases with \( z \) beyond the focal point. The width of \( h(r, t) \) decreases with \( z \) until the focal point \( (z = R) \). At the focal point, it follows from Eq. (2.15a) that \( h(r, t) \) approaches infinity for \( t \rightarrow R/c \) and has a width of \( (R'' - R)/c \). This is different from the case of the spherically focusing transducer where \( h(r, t) \) is an impulse response \( \delta(t - R/c) \) at the focus [28,29].
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(iii) In the case of off-z-axis, the variations of $h(\mathbf{r}, t)$ in the $x$- and $y$-direction are quite different. This is best described in Figs. 2.4-2.6 that show the SIRs vary in the $x$- and $y$-direction before the focus ($z = 130$ mm), at the focus ($z = 190$ mm), and beyond the focus ($z = 240$ mm). In the $x$-direction, the non-zero portion of $h(\mathbf{r}, t)$ shifts toward an earlier time instant (toward left in the figures) as $|x|$ is getting bigger from $x = 0$ till $|x| = b$, and then toward a later time instant (toward right in the figures) for further increasing $|x|$. In the $y$-direction, the non-zero portion of $h(\mathbf{r}, t)$ always starts at the same time instant from $y = 0$ till $|y| = a$, and then moves toward a later time instant as $|y|$ further increases. This behavior of $h(\mathbf{r}, t)$ neither resembles the case of the corresponding planar, rectangular transducer [20], nor the case of the spherical transducer [28,29].

(iv) Some features of $h(\mathbf{r}, t)$ in the present case that are similar to those in the case of the corresponding planar, rectangular transducer can be seen from Figs 2.4-2.6. For example, $h(\mathbf{r}, t)$ becomes wider and gets smaller in amplitude as the distance off the axis increases.

![Fig. 2.3. The spatial impulse responses of the concave, rectangular aperture along the z-axis in the range of z=170-240 mm.](image)
Fig. 2.4. The spatial impulse responses of the concave, rectangular aperture along (a) the x-axis and (b) the y-axis at $z = 130$ mm.

Fig. 2.5. The spatial impulse responses of the concave, rectangular aperture along (a) the x-axis and (b) the y-axis at the focal plane ($z = 190$ mm).

Fig. 2.6. The spatial impulse responses of the concave, rectangular aperture along (a) the x-axis and (b) the y-axis at $z = 240$ mm.
Fig. 2.7. The spatial impulse responses of the linear array (solid) in comparison with those of the corresponding concave, rectangular aperture (dotted) on the axis at (a) \( z = 20 \ \text{mm} \), (b) \( z = 130 \ \text{mm} \), (c) \( z = 190 \ \text{mm} \), and (d) \( z = 240 \ \text{mm} \).

Fig. 2.8. The spatial impulse responses of the linear array (solid) in comparison with those of the corresponding concave, rectangular aperture (dotted) off the axis at (a) \((x, y, z) = (0, 9, 20) \ \text{mm}\) , (b) \((x, y, z) = (2, 9, 130) \ \text{mm}\) , (c) \((x, y, z) = (1, 9, 190) \ \text{mm}\) , and (d) \((x, y, z) = (1, 9, 240) \ \text{mm}\).
B. The SIRs of the linear array of 16 elements with $2a = 0.9$ mm, $2b = 33.5$ mm, and $R = 190$ mm.

The SIRs of the linear array without electronic focusing are computed in two cases of on-axis and off-axis. In each case, the SIRs at four different positions are presented in comparison with the corresponding SIRs of the rectangular aperture studied in Sect. III-A. The SIRs on the $z$-axis at $z = 20$, $130$, $190$, and $240$ mm are illustrated in Fig. 2.7, and those off the $z$-axis at $r = (0, 9, 20)$, $(2, 9, 130)$, $(1, 9, 190)$, and $(1, 9, 240)$ mm are displayed in Fig. 2.8. From the two figures, it can be seen that the SIRs of the array and the rectangular aperture look similar in general, but differ quite much in details. All the differences result from the existence of the 0.1-mm gaps between adjacent elements. The main features of the SIRs of the array observed are the following:

(i) on the axis, all the SIRs have eight discontinuous parts that come from the superposition of the SIRs of eight pairs of array elements symmetrical to the axis (Fig. 2.7);

(ii) off the axis, all the SIRs are out of the geometrical region (i.e. $|y| > a$) and have 16 discontinuous parts that come from the superposition of the SIRs of 16 elements (Fig. 2.8);

(iii) the SIRs of the array have smaller amplitude than those of the rectangular aperture (Figs. 2.7 and 2.8), except the one at the focus (Fig. 2.7(c)), because the 0.1-mm gaps lessen the radiating surface;

Now let us compare our method presented above with other methods that are the possible solution of our problem. Comparing with the method proposed by Reibold and Kazys [35], our method is both more efficient and more accurate for the same $M$. For example, for the SIR of each strip, our method only needs to make one straight calculation of the SIR but the Reibold and Kazys’s method needs to make four calculations and then sum the four calculated results (see Eq. (10) in [35]). Since in [35] the concave, rectangular transducer was treated as a plane transducer that was subdivided into a set of elementary strips on which the appropriate phase shifts were imposed, it was equivalent to a planar "linear array" that consisted of the same set of such elementary strips and had the imposed time delays corresponding the same phase shifts. Therefore, the impulse response obtained in such a way was not the one of the cylindrically concave, rectangular transducer, but the one of the "linear array", and thus the short spikes appearing in their results were not due to insufficient spatial sampling but had to be like that for the "linear array". This surely results in some significant errors. For example, the radiating surface area of the "linear array" is planar and thus smaller than the actual radiating surface area of the concave transducer, and the orientations of the elementary strips are different and not always parallel to the transducer axis. Because of this treatment, the SIR obtained at the focal point was not infinite in amplitude (see Fig. 7 in [35]) although in fact it has to be. The method developed by Theumann et al [24] for a cylindrical transducer possibly can be applied to treating the rectangle transducer with a cylindrical surface. But it requires solving elliptic integrals, and thus it can be less efficient than our method. In comparison with the method suggested by Jensen and Svendsen [25], our method is more accurate and much more efficient, especially for the field points in the near-field.
region and in the focal zone under the same condition of dividing the aperture in the $x$-direction. The reason is the following: the method suggested by Jensen and Svendsen [25] carries out the division of an aperture in two directions, e.g., into $M \times N$ small rectangles in the $x$- and $y$-directions as defined in Fig. 2.1, so that all sides of each small rectangle divided from the aperture must be small enough to satisfy the far-field approximation; whereas our method makes the division only in one direction, i.e., into $M$ narrow rectangles in the $x$-direction in Fig. 2.1, so that each strip (a narrow rectangle) divided from the aperture only needs to be narrow enough in the $x$-direction (see Fig. 2.1). Also the far-field approximation is not needed because each strip’s exact SIR is available in analytic form.

2.2.4 Simulations of ultrasonic fields, and comparisons with experiments

In this section, the ultrasonic fields from the ALLIN ultrasonic array system in our laboratory working in the pulse-echo mode have been measured and compared with the simulated results.

The array used in the experiments consists of 64 strip-like elements that are linearly-aligned in the $y$-direction and cylindrically curved in $x$-direction with the radius of curvature of 190 mm (refer to Fig. 2.2). In the present case, 16 elements are used to form an aperture. The spacing between the centers of the adjacent elements is 1 mm, and the gap between the adjacent elements is 0.1 mm. This means that the width of each element is $2a=0.9$ mm. The length of each element is $2b = 33.5$ mm. The nominal center frequency is 3 MHz, and the band width 58%. All the simulated results are based on this geometry.

To simulate an ultrasonic field from a transducer, as mentioned in Sect. II-A, one needs to know the SIR of the transducer and the pulse excitation of normal velocity on the transducer surface. The SIR can be determined using the approach developed in Sect. II. The SIR of the linear array has been obtained and presented in Sect. III-C. The pulse excitation can be determined by experiment in combination with a deconvolution technique, presented below in Sect. IV-A. Based on the SIR and the pulse excitation, and using Eqs. (2.4c) and (2.5), the pulse-echo fields are simulated.

Measurements of the pulse-echo fields from the ALLIN array system were performed by using a small scatterer, a carbide drill that was a flat-end cylinder with a 0.3-mm diameter and a 20-mm length. The drill was fixed to a hard rubber plate with a 17-mm length outside the plate. Both the array and the scatterer were put in a water tank. The array was scanned mechanically in the $x$- and $z$-directions and electronically in the $y$-direction while the scatterer was placed at a fixed position. The sound velocity of water measured and used in all the calculations was 1485 m/s, and the density was 1000 kg/ m$^3$. The sampling frequency used in the measurements was 66.7 MHz, and the amplitude resolution was 8 bits.
In theory a rigid point-like scatterer is needed so that Eq. (2.5) holds. Using the above-mentioned small scatterer will result in some small deviation from the prediction by Eq. (2.5), but not a significant deviation so that the predicted results are in good agreement with the measured ones. This will be shown in the following subsections discussing comparison of the simulations and measurements. To reduce the electronic noise, all the measured results were post-processed by an ideal low pass filter with 6.45-MHz cutoff frequency. But it should be noted that the noise in the effective frequency range (0-6.45 MHz) could not be eliminated and thus still has some small effect on the measured echoes. All the simulated and measured results shown in the following figures are normalized.

A. Determination of the pulse excitation of normal velocity on the linear array from experiments

The pulse excitation of normal velocity, \( v_n(t) \), is obtained by performing a deconvolution of Eq. (2.5) using the simplified Wiener filter,

\[
v_n(t) = \text{IFFT}\left[ V_n(\omega) \right] = \frac{1}{e_0} \text{IFFT} \left[ \frac{H_{fb}^*(r,\omega)}{\left| H_{fb}(r,\omega) \right|^2 + q} E(\omega) \right],
\]

where IFFT[.] means the inverse fast Fourier transform, \( E(\omega) \) is the Fourier transform of the measured pulse-echo \( e(t) \), and \( H_{fb}(r,\omega) \) is the Fourier transform of the transmission/reception pressure spatial impulse response of the array, i.e., \( H_{fb}(r,\omega) = \text{FFT}[h_p(r,t)h_p(r,t)^*] \), and \( H_{fb}^*(r,\omega) \) is the conjugate of \( H_{fb}(r,\omega) \). \( q \) in the equation is a constant defining the inverse of the signal-to-noise ratio (SNR), and it was chosen to be \( q = 0.0001 \max\left[ \left| H_{fb}(r,\omega) \right|^2 \right] \) based on the echo from the field point on the axis at \( z = 180 \) mm, which is close to the focal point and has large SNR (see Fig. 2.9(c), and SNR in Table 2.1). Using the echo from this on-axis field point and the SIR of the 16-element array at the field point (Fig. 2.9(a)) in Eq. (2.16), the pulse excitation was obtained (Fig. 2.9(d)).

B. Simulation of pulse-echo fields and comparison with the experiments

From Eq. (2.5) and using the pulse excitation shown in Fig. 2.9(d), the pulse-echo fields from the 16-element linear array are simulated on the axis (Fig. 2.10) and off the axis (Fig. 2.11), and compared with the measurements. In Figs. 2.10 and 2.11, the simulated results are plotted in solid curves, and the measured in dotted curves. Fig. 2.10 shows the echoes from on-axis points at \( z = 20, 130, 180, 240 \) mm, and Fig. 2.11 illustrates those from off-axis points at \( (x, y, z) = (0, 9, 20), (2, 9, \ldots) \).
130), (1, 9, 180), and (1, 9, 240) mm. The signal-to-noise ratios (SNR), the ratio of signal power to noise power, of the measured signals and the normalized root-mean-square (rms) differences between the simulated and the measured results are given in Table 2.1. The rms difference is here defined as

$$
\Delta_{\text{rms}} = \left( \frac{\sum_{m=1}^{M}[V_{\text{simu}}(m) - V_{\text{meas}}(m)]^2}{\sum_{m=1}^{M}[V_{\text{meas}}(m)]^2} \right)^{1/2}
$$

where \( V_{\text{simu}}(m) \) and \( V_{\text{meas}}(m) \) are the simulated and measured results after normalization. Note that the SNRs for Figs. 2.10(a) and 2.11(a) were estimated with the resolvable edge waves excluded, and \( \Delta_{\text{rms}} \)'s were evaluated in the effective ranges of the main echoes to minimize the noise effect. The noise included electronic noise from the ALLIN system and quantization error noise of the A/D since the amplitude resolution used was 8 bits. The effect of the quantization error noise was very significant when the signal level was low. Although the noise was largely reduced by using the above mentioned post-processing, the noise in the frequency range (i.e., 0-6.45 MHz) of effective signals could not be filtered out and still had significant effects on the measured data with low SNRs, e.g., in the case of Fig. 2.11.

![Graphs and Diagrams](image-url)

Fig. 2.9. (a) The SIR, \( h(\mathbf{r}, t) \), of the array, and (b) the derivative of \( h(\mathbf{r}, t) \) at field point \( \mathbf{r} = (0, 0, 180) \). (c) The measured echo from field point \( \mathbf{r} = (0, 0, 180) \). (d) The pulse excitation of normal velocity on the array surface obtained by deconvolving the echo in (c) with the SIR at the field point using Eq. (2.16).
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Fig. 2.10. The measured (dashed) and simulated (solid) pulse-echoes from the linear array on the axis at (a) $z = 20$ mm, (b) $z = 130$ mm, (c) $z = 180$ mm, and (d) $z = 240$ mm.
Fig. 2.11. The measured (dashed) and simulated (solid) pulse-echoes of the linear array off the axis at (a) \((x, y, z) = (0, 9, 20)\) mm, (b) \((x, y, z) = (2, 9, 130)\) mm, (c) \((x, y, z) = (1, 9, 180)\) mm, and (d) \((x, y, z) = (1, 9, 240)\) mm.
**TABLE 2.1.** The signal-to-noise ratio (SNR) of the measured echoes and the normalized rms difference (Δ_rms) of the simulated and measured results in Figs. 2.10 and 2.11. Note that the SNRs in Figs. 2.10(a) and 2.11(a) were estimated with the resolvable edge waves excluded, and Δ_rms’s were evaluated in the effective ranges of the main echo waves.

<table>
<thead>
<tr>
<th></th>
<th>Fig. 2.10</th>
<th></th>
<th>Fig. 2.11</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(d)</td>
</tr>
<tr>
<td>SNR</td>
<td>14.68</td>
<td>87.98</td>
<td>647.16</td>
<td>246.00</td>
</tr>
<tr>
<td>Δ_rms</td>
<td>0.260</td>
<td>0.168</td>
<td>0.005</td>
<td>0.094</td>
</tr>
</tbody>
</table>

From Table 2.1 and the comparisons shown in Figs. 2.10 and 2.11, it is seen that the simulated results are, on the whole, in a very good agreement with the measured ones. Looking into some detail, we can find that for the high SNR (Figs. 2.10(c)-(d)) the agreement becomes excellent, and for the lower SNR (Figs. 2.10(a)-(b) and 2.11(a)-(d)), the agreement is still good. This also indicates that the agreement between the simulated and measured results can be better if the SNR can be improved. The resolvable edge waves in the measured results in Figs. 2.10(a) and 2.11(a) can not be seen. This is because the edge waves are small in the case of a rectangular aperture and thus difficult to detect. A similar case was also reported in the paper by Hayman and Weight [42]. In addition to the noise effect, use of a finite-sized small scatterer of 0.3 mm diameter may result in some small deviation of the predicted results from the measured ones. Evaluation of such deviation is not of our present interest. The discrepancies may also be attributed to the using of the nominal, instead of effective, geometrical parameters of the array like in the case of spherically focused transducers [47]. This is another topic that will be further investigated in our future work. Basically, the above comparison and analysis have demonstrated that the approach developed in the present work for computing the SIR of the linear array with a cylindrically curved surface can provide a very good prediction of the pulse-echo fields from the array.

### 2.3 Elastic fields radiated by the ALLIN array into immersed copper canisters

Ultrasonic elastic fields radiated by the ALLIN array in an immersed copper canister have been calculated based on the angular spectrum approach (ASA). The ASA applied to the calculation of elastic fields in immersed solids has been presented in our previous reports and papers [1-7]. Although the ASA was only used to the case of planar arrays and transducers, it can also apply to curved arrays provided that the angular spectra of the curved arrays are used. Recently, we have developed a method to calculate the angular spectrum of the ALLIN array with a cylindrically curved surface and presented in Refs. [8,9]. Based on the above mentioned theory and the method and using...
the pulse excitation of the array obtained in the preceding section (Fig. 2.9(d)), the elastic fields radiated by the ALLIN array in a copper canister submerged in water have been computed in terms of particle velocity. The immersing fluid is water whose sound velocity is 1485 m/s and density is 1000 kg/m³. The copper canister is assumed to be an isotropic and non-attenuating medium that has LW and SW velocities of 4596 m/s and 2260 m/s, respectively, and density of 8960 kg/m³. The path length of the water layer was 28 mm. Two different apertures have been used that consist of 16- and 32-elements, respectively. To each of the apertures four different focusing laws are applied that focus the normally incident beams in the immersed canister at distances of 20, 40, 60, and 80 mm beneath the front surface of the copper, respectively. All these focusing laws are those that in our last report [8] we applied to the ALLIN array to generate the focused pulse-echo fields. All these focused fields were measured on a copper block with a set of side-drilled holes located at different depths and presented in our last report [8] in order to test and confirm the focusing laws and finally to find out a one that was most suited for the inspection of EB welds in copper canisters.

The calculated elastic fields from the 16- and 32-element apertures are shown in Figs. 2.12 and 2.13, respectively. Each field is displayed both in color-scaled levels and contour. Comparing these transmit fields in Figs. 2.12 and 2.13 with the corresponding pulse-echo fields that we measured in last year (see [8]), we can easily see the correlation between them. For example, their beam patterns or spatial resolutions look very similar.

Let us look at the field in Fig. 2.13(d) that is focused at $z=80$ mm by the 32-element aperture. This focused field is what we used for evaluation of EB welds. The reason for choosing this focused field was that it has a narrow beam width over the depth range from 50 to 70 mm, the range of EB welds.
Fig. 2.12. Calculations of elastic fields radiated by the 16-element aperture into the immersed copper with four focusing laws that focus the normally incident beams at (a) 20, (b) 40, (c) 60 and (d) 80 mm, in the copper. The fields are shown in terms of particle velocity.
Fig. 2.13. Calculations of elastic fields radiated by the 32-element aperture into the immersed copper with four focusing laws that focus the normally incident beams at (a) 20, (b) 40, (c) 60 and (d) 80 mm, in the copper. The fields are in terms of particle velocity.
2.4 Conclusion

An approach to computing the SIR of a cylindrically curved, rectangular aperture has been developed. It calculates the SIR by superposing the SIRs of a row of very narrow strips into which the aperture is divided in the cylindrically curved direction. The strips are so narrow that they can be considered to be planar, rectangular apertures whose exact SIRs are available in analytic form. For the field points on the center axis of the cylindrical curve, the analytic form of the SIR of such a cylindrically curved, rectangular aperture has been found. Using this approach, the SIR of a linear array used in our laboratory which consists of rectangular elements with such cylindrically curved surfaces has been obtained. Analysis and comparison of the SIRs of both the curved, rectangular aperture and the array have been made in some detail. The pulse excitation of normal velocity on the surface of the array, another condition required for simulating actual ultrasonic fields, has been determined by measurement in combination with a deconvolution technique. Using the SIR and the pulse excitation obtained, the pulsed-echo fields from the array have been simulated. Measurements of the pulse-echo fields were performed using a small scatterer (a 0.3-mm-diameter flat-ended carbide drill). The simulated results have been compared with the measured ones, and the comparison has shown that the simulated and the measured results are very similar. This has basically validated the developed approach.

There were some small discrepancies between the simulated and the measured results, especially when the measured results had low signal-to-noise ratios. These discrepancies were caused mostly by the electronic noise and the quantization error of A/D converters, and slightly by using a finite-sized, small scatterer. Use of the nominal geometrical parameters of the array also contributed to the discrepancies. The effect of the nominal geometrical parameters on the theoretical prediction, and the effective geometrical parameters of the transducers and arrays need further investigating.

For calculating the SIR of a rectangular transducer or a linear array with a cylindrically curved surface, the approach proposed in this report is more efficient than the method in [34], and both more accurate and more efficient than the methods presented in [25] and [35].

Having used the pulse excitation of the ALLIN array obtained in Sect. 2.3, elastic fields in an immersed copper canister radiated by two apertures consisting of 16- and 32-elements have been calculated in eight cases. To each of the apertures four focusing laws have been applied that focus the normally incident beams in the immersed canister at distances of 20, 40, 60, and 80 mm beneath the front surface of the copper, respectively. These fields have shown to have good correlation (e.g., the variations of beam widths or lateral resolutions with depth) with the measured pulse-echo fields from a side-drilled-holes copper block that were presented in our last report [8].
APPENDIX 3-A: SPATIAL IMPULSE RESPONSE OF A PLANAR, RECTANGULAR APERUTURE WITH SIZE $2\bar{a} \times 2\bar{b}$ [20]

TABLE A-1. $(2\pi/c) h_{\text{rect}}(r, t)$ - the spatial impulse response (SIR) of a planar, rectangular aperture with size $2\bar{a} \times 2\bar{b}$ ($\bar{a} \leq \bar{b}$) [20].

<table>
<thead>
<tr>
<th>Time interval</th>
<th>Region I</th>
<th>Region II</th>
<th>Region III</th>
<th>Region IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{min}} &lt; t &lt; \tau_{\Delta}$</td>
<td>$\ldots$</td>
<td>$\pi - 2\alpha_2$</td>
<td>$2\alpha_3 - 2\alpha_1$</td>
<td>$-2\pi - 2\alpha_1 - 2\alpha_2 + 2\alpha_3 + 2\alpha_4$</td>
</tr>
<tr>
<td>$\tau_\Delta &lt; t &lt; \tau_m$</td>
<td>$\pi / 2 - \alpha_1 - \alpha_2$</td>
<td>$\pi / 2 - \alpha_1 - \alpha_2$</td>
<td>$-\pi / 2 - \alpha_1 - \alpha_2 + 2\alpha_3$</td>
<td>$-3\pi / 2 - \alpha_1 - \alpha_2 + 2\alpha_3 + 2\alpha_4$</td>
</tr>
<tr>
<td>$\tau_m &lt; t &lt; \tau_M \ast$</td>
<td>$-\alpha_1 + \alpha_3$</td>
<td>$-\pi - \alpha_1 + \alpha_3 + 2\alpha_4$</td>
<td>$-\alpha_1 + \alpha_3$</td>
<td>$-\pi - \alpha_1 + \alpha_3 + 2\alpha_4$</td>
</tr>
<tr>
<td>$\tau_m &lt; t &lt; \tau_M \ast \ast$</td>
<td>$-\alpha_2 + \alpha_4$</td>
<td>$\ldots$</td>
<td>$-\pi - \alpha_2 + 2\alpha_3 + \alpha_4$</td>
<td>$-\pi - \alpha_2 + 2\alpha_3 + \alpha_4$</td>
</tr>
<tr>
<td>$\tau_M &lt; t &lt; \tau_D$</td>
<td>$-\pi / 2 + \alpha_3 + \alpha_4$</td>
<td>$-\pi / 2 + \alpha_3 + \alpha_4$</td>
<td>$-\pi / 2 + \alpha_3 + \alpha_4$</td>
<td>$-\pi / 2 + \alpha_3 + \alpha_4$</td>
</tr>
</tbody>
</table>

$\ast$ for $\tau_\beta \leq \tau_\gamma$, and $\ast \ast$ for $\tau_\gamma \leq \tau_\beta$.

$\tau_\Delta = \min(\tau_\beta, \tau_\gamma)$, $\tau_M = \max(\tau_\beta, \tau_\gamma)$, $\tau_{\text{min}} = \tau_\Delta$, $\tau_{\text{max}}$, $\tau_{\text{min}}$, or $\tau_0$ for regions I, II, III, and IV (refer to Fig. 2.1), respectively, where $\tau_0 = z/c$, $\tau_\Delta = \sqrt{\alpha_1^2 + \alpha_2^2} / c$, $d_1 = x - \bar{a}$, $d_2 = y - \bar{b}$, $d_3 = x + \bar{a}$, and $d_4 = y + \bar{b}$.

$\alpha_i(r,t) = \arcsin[d_i / \sigma(r,t)]$, and $\bar{\alpha}_i(r,t) = \sgn(d_i) \arcsin[|d_i| / \sigma(r,t)]$, where $\sigma(r,t) = (c^2 t^2 - z^2)$, and $\sgn(d_i)$ stands for the sign of $d_i$.

APPENDIX 3-B: THE ANALYTIC FORM OF THE SIR OF A CONCAVE, RECTANGULAR APERUTURE FOR THE FIELD POINTS ON THE y-LINE AT x = 0 AND z = R

**Fig. B2.1.** Schematic for derivation of the analytic SIR of the concave, rectangular aperture on field points $r = (0, y, R)$.
For a concave, rectangular aperture with a $2a \times 2b$ dimension and radius of curvature, $R$, (as shown in Fig. 2.1), its SIR is available in analytic form in the case where the field points are on the center axis of the cylindrical curve, i.e., on the $y$-line at $x = 0$ and $z = R$ that is expressed by $r = (0, y, R)$.

From the geometry for this special case shown in Fig. B.2.1, one has

$$dS = 2\alpha_0 R dy_r = 2\alpha_0 R \frac{dr'}{\sin \beta} = 2\alpha_0 R \frac{dr'}{\sqrt{r'^2 - R^2}}, \quad (B2.1)$$

where $\alpha_0$ is determined by Eq. (2.6). The SIR $h(r, t)$ is evaluated in two regions. In the region of $|y| \leq a$, one has from Eq. (2.3) and Eq. (B2.1),

$$h(r,t) = \int_{-a}^{a} \frac{\delta(t-r'/c)}{2\pi} 2\alpha_0 R dy_r,$$

$$= \frac{\alpha_0 R}{\pi} \int_{R}^{R + (y-a)^2} \frac{\delta(t-r'/c)dr'}{\sqrt{r'^2 - R^2}} + \frac{\alpha_0 R}{\pi} \int_{R}^{R + (y+a)^2} \frac{\delta(t-r'/c)dr'}{\sqrt{r'^2 - R^2}}. \quad (B2.2a)$$

Letting $R' = \sqrt{R^2 + (|y|-a)^2}$, $R'' = \sqrt{R^2 + (|y|+a)^2}$ and $r' = c \tau$, Eq. (B-2a) reduces to

$$h(r,t) = \frac{2c \alpha_0 R}{\pi} \int_{R/c}^{R/c + \delta(t-\tau)d\tau'} + \frac{c \alpha_0 R}{\pi} \int_{R/c}^{R/c + \delta(t-\tau)d\tau'},$$

$$= \begin{cases} \frac{2cR}{\pi \sqrt{(c\tau)^2 - R^2}} \arcsin \left( \frac{b}{R} \right), & R < ct \leq R', \\ \frac{cR}{\pi \sqrt{(c\tau)^2 - R^2}} \arcsin \left( \frac{b}{R} \right), & R' < ct < R'', \\ 0, & \text{otherwise}. \end{cases} \quad (B2.2b)$$

Similarly, in the region of $|y| > a$, one has

$$h(r,t) = \int_{-a}^{a} \frac{\delta(t-r'/c)}{2\pi} 2\alpha_0 R dy_r$$

$$= \int_{R}^{R''} \frac{\delta(t-r'/c)2\alpha_0 R dr'}{2\pi \sin \beta}$$

$$= \frac{c \alpha_0 R}{\pi} \int_{R/c}^{R/c + \delta(t-\tau)d\tau'} \frac{\delta(t-\tau)d\tau'}{\sqrt{(c\tau)^2 - R^2}}$$
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\[ h(r, t) = \begin{cases} 
\frac{cR}{\pi \sqrt{(ct)^2 - R^2}} \arcsin \left( \frac{b}{R} \right), & R < ct < R', \\
0, & \text{otherwise.}
\end{cases} \tag{B2.3} \]

The same results are also possible to obtain using a different formulation made by Theumann et al (Eq. (12) in [34]) for a concave cylindrical transducer. Since a concave cylindrical transducer can be seen as the sum of two semi-cylindrical transducers that have \( b = R \), its SIR can be easily obtained from Eqs. (B2.2b) and (B2.3) as follows,

\[ h(r, t) = \begin{cases} 
\frac{2cR}{\sqrt{(ct)^2 - R^2}}, & R < ct \leq R', \\
\frac{cR}{\sqrt{(ct)^2 - R^2}}, & R' < ct < R'', \\
0, & \text{otherwise.}
\end{cases} \tag{B2.4} \]

for \(|y| \leq a\), and

\[ h(r, t) = \begin{cases} 
\frac{cR}{\pi \sqrt{(ct)^2 - R^2}} \arcsin \left( \frac{b}{R} \right), & R < ct < R'', \\
0, & \text{otherwise.}
\end{cases} \tag{B2.5} \]

for \(|y| > a\). The result in Eq. (B2.4) is different from the corresponding one in [34], i.e., Eq. (14) in [34]. It seemed that there were some mistakes made in Eq. (14) in [34], that is, only one of the two parts of the SIR (the part in the \( h^- \) space, so defined in [34]) was considered.

### 2.5 References


3 Material Characterization -

Quantitative Evaluation of Ultrasonic Attenuation and Statistic Analysis of Microstructure in Polycrystalline metals

3.1 Introduction

In our recent report [1] some results on the evaluation of attenuation and the estimation of grain noise in copper specimens with various grades were presented. The attenuation evaluation had been conducted by means of the spectral shift method (SSM) and attempt to use the log-spectral difference method (LSDM) was made. The estimation of grain noise was carried out using the independent scattering model (ISM). The SSM and the LSDM were applied to the attenuation estimation based on the echoes from front and back surfaces of copper specimens. The results in the report had shown that the SSM gave a stable estimation of attenuation. However, it does not mean that the SSM can provide accurate estimates. We could not apply the LSDM for the estimation because at that time we had not solved the diffraction effect problem that could cause large error in the estimation, or even yield unreasonable results. We have also found that, in the practical situation when an inspected material has low attenuation, the SSM can not give proper estimation since the frequency shift is small.

The LSDM is one of the most commonly used methods for evaluating the attenuation of a material in nondestructive testing and evaluation (NDT&E) [1-5] and the attenuation of tissues in medical ultrasound diagnosis [6,6']. It can be applied to different measurement configurations. Because of the finite size of a transducer, the ultrasonic beam radiated by the transducer spreads out into a diffracted field, which can introduces errors in attenuation evaluation [2,10]. This is so called diffraction effect. Up to now the diffraction effect and its correction have been studied extensively for a long time [7,9]. Early in the forties, Huntington et al [7] calculated diffraction using numerical integration of an approximate expression for the piston field attributable to Lommel [8], who had obtained the expressions (valid for large $ka$) by applying the Kirchhoff approximation to the Fresnel diffraction of light by a circular hole in an opaque screen. In a different approach to the problem, Williams [9] used an expression by King [10] to obtain an exact integral for the acoustic diffraction correction. He also further derived an approximate expression that is valid for large $ka$ and $z/a$, and numerically evaluated the expression. A better approximation to Williams’s exact expression was found by Bass [11]. Later, Bass’s method for computing the integrated signal at a circular receiver, equal in size to the source, parallel to it, and centered on the same axis, was generalized by Williams, Jr. [12] to the case where the receiver might have a different radius from the source. Noting the inconsistency of the predictions by Huntington [7] and Williams [9], Seki et al [13] recalculated the diffraction correction based on
the approximation formulas of Lommel [8] and Williams [9] but using smaller calculation intervals so that the predictions were in an agreement with the measurements. In late sixties, Gitis and Khimunin [14] gave a review of diffraction effects in ultrasonic measurements. After that, Kimunin [15] published extensive tables of the magnitude of the diffraction correction obtained by numerical integration of Williams's exact expression. Later, Benson and Kiyohara [16] used a high-speed computer to evaluate Lommel's integral and published tables for both the magnitude and the phase of the diffraction correction to great precision.

Van Buren and Rogers [17] showed that the region where $z/a$ is greater than unity, the correct expression for Bass's second approximation gave excellent values for the diffraction correction. Rogers and Van Buren [18] revealed that Lommel integral was able to be evaluated analytically to obtain a simple closed-form expression for the diffraction correction and the simple expression was shown to be a good approximation at all distances from the source, provided that $\sqrt{ka} \gg 1$. The Bass’s results were also extended to include the effects of no-zero absorption [19]. For pulse-echo attenuation measurements, Papadakis [20] derived an expression for the diffraction correction that takes into account which echoes are used in the measurements, and pointed out the way of accurately applying Seki et al's results. Papadakis also dealt with the diffraction effects in anisotropic media [22-25]. The essence of the theory was adopted from Seki et al [13]. For broadband pulse-echo measurements, Papadakis made a special study [26]. He also published a comprehensive paper presenting the diffraction correction [27]. Rhyne [28] studied the diffraction correction based on spatial impulse response method. The effective area of a transducer has also been taken into account in the measurements of ultrasonic attenuation and velocity [29,30]. It should be noted that all the above-mentioned solutions were obtained based on fluid model, and thus the problem has been solved only for longitudinal waves, and it has been confirmed that they work well for isotropic solids [21,22,25].

In later eighties, a more complete elastic model for both longitudinal and shear waves was developed by Schmerr and Sedov [31], and was applied to diffraction correction by Sedov and Schmerr [32]. Later Tang et al [33] used the Green’s function method to derive another elastic model for longitudinal and shear waves, and also applied it to diffraction correction. However, in all these cases, the correction of diffraction effects has been made in the cases of contact measurements with circular piston transducers.

In the case of immersion and pulse-echo test, only a little work has been done dealing with this diffraction correction. For immersion measurements of ultrasonic scattering, Thompson and Gray [34] developed an analytical, approximate expression for the corrections of diffraction effects of circular flat piston transducers. In the immersion measurements, the frequency and angular dependencies of the scattering amplitude are convolved with those of the transmitting and receiving transducers and the propagation through the liquid-solid and solid-liquid interfaces. The approximate corrections were
presented for these effects for the cases of angle beam inspection through planar, spherically curved or cylindrically curved surfaces. This analytical expression was originally derived by Rogers and Van Buren [17], and it is equivalent to an expansion in Lommel functions derived by Seki et al [13]. Conceptually, it is equivalent to using the effective thickness of the immersed specimen, which is the product of the specimen’s thickness and the refraction index (the ratio of the specimen and fluid velocities). The effective thickness concept was also used by Simpson and McClung [35] to treat the immersion measurements. This analytical model has become widely used, e.g., in scattering measurements [36,37] and reflection and transmission measurements on viscoelastic plates [38,39].

For spherically focused transducers, several researchers also made the diffraction corrections [40-42].

In medical ultrasonics, extensive researches on the diffraction effects and their corrections have been made [43-61].

Besides in the attenuation and scattering measurements, the diffraction effects also need correcting in the measurements of velocity [2-5,14,14',62-64] and radiation force [65,66], and in ultrasonic interferometers [67,68].

From the above review of literature in a wide scope, we have not found that the diffraction corrections have been done for the linear arrays used in the immersion measurements. In the present work, we have developed an exact method for correcting the diffraction effects for the linear array with a cylindrically curved surface used in immersion measurements of attenuation so that the LSDM can be applied to quantitative attenuation estimation.

As for estimation of grain noise, quite a lot of work was done last year and presented in our recent report [1]. Presently, the independent scattering model (ISM) is still used to estimate the grain noise, and the K-distribution model (KDM) is also applied. Some newly coming copper specimens with different grades have been inspected. The estimated results from two methods are compared.

3.2 Quantitative evaluation of ultrasonic attenuation in polycrystalline metals

For the mechanism of attenuation in a polycrystalline metal and the methods (the SSM and the LSDM), the reader is referred to our recent report [1]. It should be pointed out that the longitudinal wave (LW) case is of our present interest since the normally incident beam is used in the attenuation evaluation.

It is known that in general an attenuation coefficient \( \alpha \), used as a measure of the attenuation, consists of two types of attenuation, the scattering attenuation \( \alpha_s \) and the absorption attenuation \( \alpha_a \), both dependent on frequency \( f \), i.e., on the ratio of wavelength to grain size. In our application the wavelength is in the same range as grain size and the scattering dominates the attenuation. In this
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case, the attenuation of a polycrystalline material is determined almost entirely by scattering from grains, that is $\alpha(f) = \alpha_s(f)$. The log-spectral difference method (LSDM) is one of the most commonly-used methods for attenuation evaluating. For example, in the case of a plane wave used in an immersion test of an attenuating solid plate (see Fig. 3.1), the LSDM evaluates the attenuation coefficient based on the following relation taking into account reflection and transmission coefficients at front and back interfaces [1],

$$
\alpha_L(\omega) = \frac{1}{2D} \ln \left( \frac{4\rho c \rho_s c_L}{(\rho c + \rho_s c_L)^2} \left| \frac{P_{rf}(\omega)}{P_{rb}(\omega)} \right| \right),
$$

where $P_{rf}(\omega)$ and $P_{rb}(\omega)$ are the Fourier transform of the transient plane waves reflected from the front and the back surfaces. They originate from the incident plane wave $P(\omega)$, denoting the Fourier transform of the incident transient plane wave $p(t)$. For a finite-size transducer, however, the diffraction has severe effect on evaluation of attenuation, and may cause completely wrong results. Such an effect is encountered both for transmitters and receivers. Therefore, it must be corrected to achieve an accurate evaluation.

![Fig. 3.1. Measurement set-up for the estimation of attenuation coefficient from reflected ultrasound.](image)

### 3.2.1 Effects of diffraction on attenuation evaluation

First let us look at some measurements to see how the diffraction affects the attenuation evaluation. The measurements were made on a 19.3-mm thick copper plate using a normally incident beam radiated by the ALLIN array that was positioned at distances of 131 and 161 mm to the copper plate, which means that the water path length is 131 and 161 mm, respectively. The ALLIN array has a cylindrically concave surface with a 190-mm radius of curvature. The measurement set-up used is shown in Fig. 3.1, and the measurements were made under the same conditions except at different
distances. The array was electronically unfocused. The measured results are shown in Fig. 3.2, and to facilitate the comparison they were normalized by their front echoes' peak amplitudes of 82 and 97, respectively.

![Diagram](image)

**Fig. 3.2.** The A-scans measured on the 19.3-mm-thick copper plate at distances of (a) $z_f = 131$ and (b) $z_f = 161$ mm to the array. The A-scans are normalized by their front echoes' peak amplitudes, 82 and 97, respectively.

From Fig. 3.2, it can be seen that in these two measurements, although made on the same specimen, the peak amplitude ratios of back-surface echo to front-surface echo are different, specifically, the first one (0.28 in Fig. 3.2(a)) is two times larger than the second (0.14 in Fig. 3.2(b)). Apparently, we will obtain different results if we use the two measurements to evaluate the attenuation coefficient, which is different from the plane wave case in Eq. (3.1). Also, given the sound velocity in water that is 1494 m/s, the LW and SW velocities in the copper plate that are 4643 m/s and 2260 m/s, and their densities of 1000 kg/m³ and 8960 kg/m³, respectively, we have $4\rho c_p c_L / (\rho c + \rho_s c_L)^2 = 0.1339$ and the attenuation coefficient evaluated by Eq. (3.1) can become negative valued, which is obviously not true.

The above analysis has demonstrated the effect of diffraction on the attenuation evaluation, and, thus, to make use of the LSDM for correct evaluation with good accuracy, the diffraction effect on the attenuation evaluation must be corrected. It is worth noting that for the electronically focused array the respective results would be more realistic.
3.2.2 Fundamentals of attenuation evaluation with diffraction correction

To introduce the method for correcting the diffraction effect on attenuation evaluation, we start with two simple examples. The first one is the case of the spherical waves propagating in a non-attenuating medium and measured by a point-like receiver, the second is the case of a planar wave radiated by a finite-size transmitter and measured by a point-like receiver. Then we consider the case of spherical waves propagating in a non-attenuating medium and measured by a finite-size (circular) receiver. The examples help to understand the fundamentals of diffraction effect and the idea behind the diffraction correction in a simple and intuitive way without getting into any profound theory in physical acoustics.

3.2.2.1 Evaluation of attenuation using a point receiver

A. The case of a spherical wave

A spherical pressure wave with frequency $\omega$ traveling through an unbounded medium with attenuation coefficient, $\alpha$, is written as

$$ p(r) = \frac{A}{r} \exp(-\alpha r) \exp(jk_0 r) = p_0(r) \exp(-\alpha r) \quad (3.2) $$

where $A$ is an initial amplitude at $r = a$ ($a$ is the radius of the spherical source), $r = \sqrt{x^2 + y^2 + z^2}$, $k_0 = 2\pi/\lambda = \omega/c$ is the propagation constant (the wave number when the attenuation is assumed to be zero), $c$ is the sound velocity, and $p_0(r) = A \exp(jk_0 r)/r$ is the spherical wave propagating in this unbounded medium when its attenuation is assumed to be zero. Obviously, in this non-attenuating medium, the amplitude of the spherical wave is distance dependent, i.e., it decreases with increasing $r$ due to beam-spreading. Assuming that the wave propagates from $r_1$ to $r_2 = r_1 + d$ and their pressures $p(r_1)$ and $p(r_2)$ at $r_1$ and $r_2$ are measured by a point-like receiver, we have

$$ p(r_1) = \frac{A}{r_1} \exp(-\alpha r_1) \exp(jk_0 r_1) = p_0(r_1) \exp(-\alpha r_1) \quad (3.3a) $$

$$ p(r_2) = \frac{A}{r_2} \exp(-\alpha r_2) \exp(jk_0 r_2) = p(r_1) \frac{p_0(r_2)}{p_0(r_1)} \exp(-\alpha d) \quad (3.3b) $$

From Eq. (3.3b), the exact attenuation coefficient can be found to be
\[ \alpha = \frac{1}{d} \ln \left( \frac{|p(r_1)/p_0(r_1)|}{|p(r_2)/p_0(r_2)|} \right) = \frac{1}{d} \left( \ln \frac{|p(r_1)|}{|p(r_2)|} - \ln \frac{|p_0(r_1)|}{|p_0(r_2)|} \right), \quad (3.4) \]

This equation basically shows the way how to correct the diffraction effect to achieve an accurate evaluation. From this equation, it can be seen that \( (\ln|p(r_1)/p(r_2)|)/d > \alpha \), which means that the attenuation is overestimated if \( p_0(r_1)/p_0(r_2) \) is not taken into account. Since the point-like receiver is used to measure the pressure, the diffraction effect can be completely eliminated using Eq. (3.4).

**B. The case of an ultrasound field radiated by a finite-size piston source**

An ultrasound field radiated by an infinite-baffled, finite-size piston source into an attenuating medium can be obtained by superimposing point sources into which the finite piston source is divided, and it is, therefore, written in the Rayleigh integral with wave number of \( k = k_0 + j\alpha \) [69],

\[ p(x, y, z) = -\frac{j k_0 c}{2\pi} \int_S \int_S \nabla(x', y', z') \exp\left(\frac{-\alpha + jk_0 r'}{r}\right) dx' dy' \quad \text{for} \quad z \geq z', \quad (3.5) \]

where \( r' = \sqrt{(x-x')^2 + (y-y')^2 + (z-z')^2} \), \( \nabla(x, y, z) \) is the normal velocity distribution in the source surface \( S \), \( k_0 = 2\pi/\lambda = \omega/c \), and \( \alpha \) is the attenuation coefficient which is frequency-dependent. The integration is conducted over the source surface \( S \). For a planar piston source, the pressure in Eq. (3.5) can be evaluated by the method proposed by Ocheltree and Frizzell [69],

\[ p(x, y, z) = \frac{j k_0 c}{2\pi} \sum \left\{ \nabla(x', y', z') \right\} \exp\left(\frac{-\alpha + jk_0 R}{R}\right) \frac{\text{sinc} \frac{k_0 x_n' \Delta h}{R}}{\text{sinc} \frac{k_0 y_n' \Delta h}{R}} \quad (3.6) \]

where \( \rho \) is the density of the medium, \( R = \sqrt{(x-x_n')^2 + (y-y_n')^2 + (z-z')^2} \), \( \Delta w \) and \( \Delta h \) are the sides of \( N \) small rectangular subelements divided from the source, \( x_n' = x-x_n \) and \( y_n' = y-y_n \), and \( (x_n', y_n') \) is the position of the \( n \)th subelement center. In the nearfield region, the attenuated field \( p(x, y, z) \) does not look obvious. In the farfield, we have the approximation of \( R = \sqrt{x^2 + y^2 + z^2} = r \), and Eqs. (3.5) and (3.6) can be approximated into the following form [70,71]

\[ p(x, y, z) = \frac{j k_0 c}{2\pi} V(k_x, k_y) \exp(jkr) \quad (3.7a) \]
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where \( V(k_x, k_y) \) is the farfield beam pattern (or the angular spectrum) of the source, and
\[
(k_x, k_y) = (\cos \varphi \sin \theta, \sin \varphi \sin \theta).
\]
Replacing \( k \) with \( k = k_0 + j\alpha \) and considering \( k_0 \gg \alpha \) in the amplitude factor
\[
jk_0 \rho c V(k_x, k_y) / 2\pi \quad (k_0 \gg \alpha)
\]
is quite common in polycrystalline metals, e.g., for a highly attenuating metal with \( \alpha = 1000 \, \text{dB/m} = 115 \, \text{Np/m} \) at 3 MHz and with a longitudinal wave velocity of 4660 m/s, \( k = 4045 + j115 \), Eq. (3.5a) can further be simplified to
\[
p(x, y, z) = \frac{jk_0 \rho c}{2\pi} V(k_{0x}, k_{0y}) \exp(-\alpha r) \exp(jk_0 r) = p_0(r; k_{0x}, k_{0y}) \exp(-\alpha r),
\]
where \( p_0(r; k_{0x}, k_{0y}) = jk_0 \rho c V(k_{0x}, k_{0y}) \exp(jk_0 r) / (2\pi) \), \( (k_{0x}, k_{0y}) = k_0 (\cos \varphi \sin \theta, \sin \varphi \sin \theta) \), and \( \varphi \) and \( \theta \) are the azimuth angle and the polar angle, respectively. Eq. (3.7b) shows that in the farfield region the ultrasound field from a finite source in an attenuating medium is similar to the spherical wave field except that the amplitude \( p_0 \) is direction dependent. Due to the similarity in form, the attenuation coefficient in the present case can be evaluated in a same way (using Eq. (3.4)) as in the case of spherical wave for the point-like receiver. For a rectangular piston source with a \( 2a \times 2b \) dimension, \( V(k_x, k_y) = 4ab \sin(k_x a) \sin(k_y b) / (k_x a k_y b) \). On the axis, \( \theta = 0 \), and \( p_0 \) has the same form as the spherical wave, namely, \( p_0(r; k_{0x}, k_{0y}) = A \exp(jk_0 r) / r \), where \( A \) is constant.

The above analysis has revealed that like a spherical wave an ultrasonic beam from a finite-size transducer can be also used to quantitatively estimate the attenuation of a medium because the diffraction effect can be eliminated (at least in the far field region). But it should be pointed out that the receiver used for measuring fields is point-like. In reality, finite-size receivers are most often used.

### 3.2.2.2 Evaluation of attenuation using a finite-size receiver

In practice, to evaluate the attenuation in a medium, a transmitter and a receiver are needed to generate and detect a field, respectively. When a point-like receiver was used to measure a field in a medium, the field \( p(r) \) at point \( r \) was measured. In a real case of measuring an ultrasonic field, a finite-size transducer is usually used as receiver which is phase sensitive and yields phase cancellation effect, that is, the diffraction effect of the receiver. In this case, the pressure field measured by the receiver is not \( p(r) \) at point \( r = (x, y, z) \), but the average field over the receiver surface. Now we shall study such a measured field.
Suppose that a receiver used for the measurement has an area of $S$ and is placed at $r$ with its axis being in coincidence with the wave propagation, the pressure detected by the receiver is the average value of $p(r)$ over the receiver area $S$, and from [13] it can be written as

$$
\langle p(r) \rangle = \frac{1}{S} \int_S p(r')ds.
$$  

(3.8)

Now let us consider the example where the attenuation coefficient is evaluated using a finite size transducer to measure a spherical wave field. Suppose the receiver is circular, piston-like with radius $a$, and the axis of the receiver is in the direction of wave propagation. According to the reciprocity of transmitting and receiving of the same transducer, the spherical wave pressure received by this circular transducer at position $r$ is equal to the on-axis field radiated by the transducer, which can be expressed in analytical form as follows [72],

$$
\langle p(r) \rangle = \frac{Q}{na^2} \left[ \exp \left( jk\sqrt{r^2 + a^2} \right) - \exp(jkr) \right],
$$  

(3.9)

where $Q = \rho c v_0$ is constant for a planar piston receiver. In an attenuating medium, we substitute $k = k_0 + j\alpha$ into the above equation and consider the case where the point source radiating the spherical wave is located in the transducer farfield region so that $\exp \left[-\alpha \left( \sqrt{r^2 + a^2} - r \right) \right] \approx 1$ is satisfied. In this way, the above equation may reduce to

$$
\langle p(r) \rangle = \langle p_0(r) \rangle \exp(-\alpha r),
$$  

(3.10)

where

$$
\langle p_0(r) \rangle = \frac{Q}{na^2} \left[ \exp \left( jk_0\sqrt{r^2 + a^2} \right) - \exp(jk_0r) \right].
$$  

(3.11)

Obviously, $\langle p_0(r) \rangle$ is just the on-axis field in the lossless medium from the corresponding transmitter. The attenuation coefficient can, therefore, be exactly evaluated in this manner,

$$
\alpha = \frac{1}{d} \ln \left( \frac{\langle p(r_1) \rangle}{\langle p_0(r_1) \rangle} \right) = \frac{1}{d} \left( \ln \left( \frac{\langle p(r_1) \rangle}{\langle p(r_2) \rangle} \right) - \ln \left( \frac{\langle p_0(r_1) \rangle}{\langle p_0(r_2) \rangle} \right) \right).
$$  

(3.12)
The above analysis demonstrates that, when the measurement is made in the farfield region of the receiver, diffraction effect can be almost completely corrected so that Eq. (3.12) can give an accurate estimation of attenuation in a medium. Eq. (3.12) is exactly the same in form as Eq. (3.4).

3.2.3 Quantitative evaluation of attenuation using the ALLIN array with diffraction correction

In Sec. 3.2.2, we have discussed the evaluation of attenuation with diffraction correction for three simple cases. In these cases, the measurements of attenuated fields were conducted in homogeneous media using transmission mode, and the correction of diffraction could be made analytically. In reality, finite-size transmitters and receivers are usually used to generate and detect ultrasonic fields, and in this real case, the correction of diffraction is not so easy and the analytical formulas for the correction are not available at all. In general, the correction of diffraction is numerically implemented in the case where finite-size transmitters and receivers are used for evaluation.

In this section, we will deal with the evaluation of attenuation in immersion test, based on the ALLIN ultrasonic array system, and develop a method to correct the diffraction effect. The method is based on the extended angular spectrum approach (ASA) that was developed by us to calculate the angular spectrum of the ALLIN array with a cylindrically concave surface [1,73]. In the immersion test, the reflected fields from the front and back surfaces of an attenuating solid plate are used to make attenuation evaluation (see Fig. 3.1). The front surface is a fluid/solid interface and the back is a solid/liquid interface. The situation to be considered here is such that the ultrasonic beam generated by the ALLIN array is normally incident on a copper plate immersed in water, and the front and back surfaces are parallel. First we make a theoretical modeling of diffraction correction for quantitative evaluation of attenuation, and then we put the model into practical use through comparing the measured results with their corresponding calculated results.

3.2.3.1 Theory for quantitative evaluation of attenuation with diffraction correction

It is well known that waves propagate in a solid in different wave modes, mainly longitudinal wave (LW) and transverse wave (SW). In the normal incidence on a solid, the SW field is very small compared to the LW field. Therefore, only the attenuation coefficient of LW fields in the attenuating solid will be investigated. In the immersion measurement, the attenuation in a fluid (usually water) is very small, and thus will be neglected in the following study, i.e., $k = k_0 = \omega / c$ from the convention of notation used in Sect. 3.2.2. In an attenuating solid, the LW wave vector is denoted by $k_L = k_L \hat{k}_L$. 
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where \( k_L = k_{0L} + j\alpha_L \) with \( k_{0L} = \omega / c_L \) and \( \hat{k}_L \) is a unit vector. Under these assumptions, we apply the ASA to calculate the pulse-echoes from the front and back surfaces of the attenuating immersed plate. The calculation procedure is schematically shown in Fig. 3.3.

**Fig. 3.3.** Geometry and notation for the ASA to calculate the reflections from a copper plate.

Considering a curved transducer with normal velocity pulse excitation \( v_n(x, y, z; t) \) on its surface area \( S \), the time-harmonic component of the normal velocity at frequency \( \omega \), denoted by \( \vec{v}_n(x, y, z; \omega) \), can be obtained using Fourier transform. From [73], it follows that a time-harmonic field of the curved transducer with \( \vec{v}_n(x, y, z; \omega) \) can be represented by an angular spectrum of plane waves, \( V(k_x, k_y; z_1) \), in a plane at \( z = z_1 \). A pressure plane wave in the fluid at point \((x, y, z)\) resulting from the plane wave \( V(k_x, k_y; z_1) \) \( \exp\left[i(k_x x + k_y y + (z - z_1)k_z)\right] \) can be expressed as,

\[
P(k_x, k_y; x, y, z) = kp e V(k_x, k_y; z_1) \exp\left[i(k_x x + k_y y + (z - z_1)k_z)\right] / k_z, \quad (z \geq z_1),
\]

(3.13)

where \( k_x = kn_x, k_y = kn_y, k_z = \sqrt{k_x^2 - k_n^2 - k_y^2} = k\sqrt{1 - n_x^2 - n_y^2} \) are the spatial frequencies in the \( x- \), \( y- \) and \( z- \)directions in the fluid. The propagation direction of the plane wave can be expressed by wave vector \( \mathbf{k} = (k_x, k_y, k_z) \) or the direction cosines \( \mathbf{n} = (n_x, n_y, n_z) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \phi) \). At the front (fluid/solid) interface at \( z = z_f \), the plane wave expressed in Eq. (3.13) is incident on the interface and reflected. The reflected wave can be written, in terms of pressure, as
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\[ P_{ef}(k_x, k_y; x, y, z) = R_{fs}(k_x, k_y) P(k_x, k_y; x, y, z_{fs}) \exp[-j(z-z_{fs})k_z] \]

\[ = \frac{kpc V(k_x, k_y; z_1) R_{fs}(k_x, k_y) \exp\left[j(xk_x + yk_y - (z + z_1 - 2z_{fs})k_z)\right]}{k_z}, \quad (z \leq z_{fs}) \]  

(3.14)

where \( R_{fs}(k_x, k_y) \) is the reflection coefficient at the fluid/solid interface. The transmitted longitudinal wave (LW) in terms of particle velocity can be found to be [73]

\[ V_L(k_x, k_y; x, y, z) = \frac{\hat{L}k_L T_{fs}(k_x, k_y) P(k_x, k_y; x, y, z_{fs}) \exp\left[j(z-z_{fs})k_{sl}\right]}{kpc} \]

\[ = \frac{\hat{L}k_L V(k_x, k_y; z_1) T_{fs}(k_x, k_y) \exp\left[j(xk_x + yk_y - (z - z_{fs})k_{sl} + (z_{fs} - z_1)k_z)\right]}{k_z}, \quad (z_{fs} \leq z \leq z_{fs} + D), \]  

(3.15)

where \( T_{fs}(k_x, k_y) \) is the transmission coefficient at the fluid/solid interface, and the relations \( k_{sl} = k_x \) and \( k_{sl} = k_y \) is used in the LW vector, namely \( \mathbf{k}_L = (k_{sl}, k_{sl}, k_{sl}) = (k_x, k_y, k_y) \). The relations come from Snell’s law stating \( k \sin \theta = k \sin \theta_L \) in which \( \theta_L \) is the LW refraction angle determined from the incident angle \( \theta \). Thus, the LW vector can alternatively be written as \( \mathbf{k}_L = k_L (n_{sl}, n_{sl}, n_{sl}) = (k \sin \theta \cos \phi, k \sin \theta \sin \phi, k \cos \theta_L) \) which is associated with the incident wave vector \( \mathbf{k} \). At the back (solid/fluid) interface, the transmitted LW is reflected and the reflected LW can be written as

\[ V_{sl}(k_x, k_y; x, y, z) = \hat{L}_r R_{gf}(k_x, k_y) V_L(k_x, k_y; x, y, z_{fs} + D) \exp[-j(z-z_{fs} - D)k_{sl}] \]

\[ = \frac{\hat{L}_r k_L V(k_x, k_y; z_1) R_{gf}(k_x, k_y) T_{fs}(k_x, k_y) \exp\left[j(xk_x + yk_y - (z - z_{fs} - 2D)k_{sl} + (z_{fs} - z_1)k_z)\right]}{k_z}, \quad (z_{fs} \leq z \leq z_{fs} + D), \]  

(3.16)

where \( R_{gf}(k_x, k_y) \) is the reflection coefficient at the solid/fluid interface. At the front (solid/fluid) interface, the transmitted LW is reflected and the reflected LW can be written as

\[ P_{sl}(k_x, k_y; x, y, z) = \frac{kpc T_{gf}(k_x, k_y) V_{sl}(k_x, k_y; x, y, z_{fs}) \exp[-j(z-z_{fs})k_z]}{k_L} \]
\[
\frac{kpcV(k_x,k_y;z_1)T_{sf}(k_x,k_y)R_{sf}(k_x,k_y)T_{bf}(k_x,k_y)}{k_z}\exp\left[j\left(xk_x+yk_y-(z-2z_{bf}+z_1)k_z+2Dk_{dz}\right)\right]
\]

\[
= \frac{T_{sf}(k_x,k_y)R_{sf}(k_x,k_y)T_{bf}(k_x,k_y)}{R_{bf}(k_x,k_y)}\exp[j2Dk_{dz}]P_{sf}(k_x,k_y;x,y,z), \quad (z \leq z_{bf}). \quad (3.17)
\]

Inserting the relations \( k_{Lz} = k_L \cos \theta_L \) and \( k_L = k_{0L} + j\alpha_L \) into the above equation, the LW\ attenuation of the solid plate can be explicitly expressed. The reflection and refraction coefficients at the fluid/solid interface, \( R_{bf} \) and \( T_{bf} \), can be found in [75, 76], and those at the solid/fluid interface, \( R_{sf} \) and \( T_{sf} \), are given in [76] and also in Appendix 3-A.

Superimposing all the plane waves in Eqs. (3.14) and (3.17), respectively, the reflected time-harmonic fields from the front and back surfaces can be obtained, as follows,

\[
\tilde{p}_{\tau q}(x,y,z;\omega) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P_{\tau q}(k_x,k_y)dk_xdk_y, \quad (3.18)
\]

where \( q = F, \) or \( B.\) When the reflected fields are measured by the same transducer, the measured pressures can be expressed as (see Eq. (3.8)),

\[
\left\langle \tilde{p}_{\tau q}(\omega) \right\rangle = \frac{1}{S} \iint_{S} \tilde{p}_{\tau q}(x',y',z';\omega)dx'dy', \quad (3.19)
\]

where \( z' = f(x', y') \) defines the surface of the curved transducer. Eq. (3.19) indicates that the fields \( \tilde{p}_{\tau q}(x,y,z;\omega) \) on the transducer surface \( S \) are summed up coherently and thus phase cancellation occurs. The phase cancellation results in the diffraction of the receiver. To obtain the pulse-echoes from the front and back surfaces, namely, the pressures measured by the receiver, we can perform Fourier transform to Eq. (3.19), and thus we have,

\[
\left\langle p_{\tau q}(t) \right\rangle = \int_{-\infty}^{\infty} \left\langle \tilde{p}_{\tau q}(\omega) \right\rangle e^{-jwt} d\omega. \quad (3.20)
\]

To evaluate attenuation, we actually need Eq. (3.19) to calculate the time-harmonic components, \( \left\langle \tilde{p}_{\tau q}(\omega) \right\rangle, \) which is dependent on frequency \( \omega, \) and correct the diffraction effect for each of the components using the similar way in Eq. (3.12). Because the pulse-echoes are used, their propagating path length is \( 2D, \) and the LW attenuation coefficient is evaluated with diffraction correction in the manner,
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\[
\alpha_L(\omega) = \frac{1}{2D} \ln \left( \frac{\langle \tilde{p}_{irF}(\omega) \rangle}{\langle \tilde{p}_{irB}(\omega) \rangle} \right)
\]

where \(\langle \tilde{p}_{0q}(\omega) \rangle\) are the fields (usually calculated) with \(\alpha_L = 0\). As the attenuation in a fluid (usually water) is very small and neglected, the echoes from the front surface are the same, i.e., \(\langle \tilde{p}_{irF}(\omega) \rangle = \langle \tilde{p}_{0oF}(\omega) \rangle\). Therefore, Eq. (3.21) becomes,

\[
\alpha_L(\omega) = \frac{1}{2D} \ln \left( \frac{\langle \tilde{p}_{0oB}(\omega) \rangle}{\langle \tilde{p}_{irB}(\omega) \rangle} \right)
\]

\(\alpha_L\) in Eqs. (3.21) or (3.22) is in NP/m, and for dB/m, use the conversion, 1 NP = 8.686 dB. In a real situation, \(\langle \tilde{p}_{rq}(\omega) \rangle\) come from measurements, and \(\langle \tilde{p}_{0rq}(\omega) \rangle\) from calculations.

![The spectrum of the pulse excitation \(v_n(x, y, z; t)\) in terms of amplitude.](image)

3.2.3.2 Theoretical and experimental evaluation of attenuation with diffraction correction

Now we apply the above-developed theory to a specific case given in Sect. 3.2.1. Using the normal velocity pulse excitation \(v_n(x, y, z; t)\) of the ALLIN array that has been determined and given in Fig. 2.9(d) in Chap. 2, and employing Eqs. (3.13)-(3.20), we calculate the pulse-echoes from the front and back surfaces with geometry and physical parameters given in Sect. 3.2.1. The amplitude spectrum of the pulse excitation is shown in Fig. 3.4. From the spectrum, we can see that the majority of the pulse
excitation energy is concentrated in the frequency range from 1.5-8 MHz. Therefore, the time-harmonic components, $\tilde{p}_{nl}(\omega)$, are calculated only in this frequency range. Based on the calculated pulse-echoes from the immersed copper plate in the attenuating and non-attenuating cases, we first make a theoretical test of the method for diffraction correction in order to show the correctness of the theory, and then apply it to a real situation of attenuation evaluation.

A. Theoretical test of the correcting method

Assuming that the attenuation coefficient is linear frequency dependent, we $\alpha_L(\omega) = \beta f$, where $\beta$ is constant. Although this assumption does not apply to our case, here we use it to test whether we can still obtain such a linear-frequency-dependent attenuation coefficient using Eq. (3.22) with the calculated, back-surface echoes (in the transform domain), $\langle \tilde{p}_{0b}(\omega) \rangle$ and $\langle \tilde{p}_{rb}(\omega) \rangle$, which are non-attenuated and attenuated, respectively. Therefore, the correctness of the theory is verified.

Given $\alpha_L = 0.15$ dB/mm at a 3 MHz frequency, i.e., $\beta = 0.03$ dB/mm/MHz, the pulse-echoes from the attenuating copper plate, $\langle p_{0f}(t) \rangle$ and $\langle p_{0b}(t) \rangle$, were calculated, first using Eqs. (3.14) and (3.17), respectively, and then using Eqs. (3.18)-(3.20). Letting $\alpha_L = 0$, the pulse-echoes from the copper plate in the non-attenuation case, $\langle p_{0f}(t) \rangle$ and $\langle p_{0b}(t) \rangle$, were calculated. In Fig. 3.5 are shown the results that are calculated in the cases of attenuation (dotted) and non-attenuation (solid) at (a) $z_{b} = 131$ and (b) $z_{b} = 161$ mm. Since the attenuation in water is neglected, the front-surface echoes $\langle p_{sf}(t) \rangle$ and $\langle p_{0sf}(t) \rangle$ are the same for the two cases. Whereas, the back-surface echoes $\langle p_{rb}(t) \rangle$ and $\langle p_{0b}(t) \rangle$ are different, specifically speaking, $\langle p_{rb}(t) \rangle$ is smaller than $\langle p_{0b}(t) \rangle$ because of the attenuation in the plate. For both cases, we apply Eq. (3.22) to evaluate the attenuation coefficients of the copper plate for $z_{b} = 131$ and $z_{b} = 161$ mm, respectively, which are almost exactly the same. The evaluated result (dotted) for $z_{b} = 131$ together with the exact result ($\alpha_L = \beta f$ in which $\beta = 0.03$ dB/mm/MHz and $f$ is in MHz) are illustrated in Fig. 3.6. If we magnify the figure, we can find that the evaluated result is always slightly smaller than the exact result, and the error is less than two percent. From this, we can conclude that the diffraction effect of the ALLIN array can, in principle, be corrected up to a very high precision using the method developed above. In reality, we may not obtain such a good agreement because of practical reasons.
Fig. 3.5. The calculations of the attenuated echoes (dotted) and the non-attenuated (solid) echoes from the 19.3-mm-thick copper plate at distances of (a) $z_{fs} = 131$ mm and (b) $z_{fs} = 161$ mm to the array. They are normalized by their front echoes’ peak amplitudes, respectively.

Fig. 3.6. The evaluated attenuation (dotted) of the copper plate when $z_{fs} = 131$ mm, and the exact attenuation (solid).

B. Quantitative evaluation of attenuation for a real situation

Applying Eq. (3.21) or (3.22) to a real situation of attenuation evaluation, the pulse-echoes from the copper plate in the non-attenuation case need calculating, in addition to measuring the echoes from the attenuating plate. The calculated (solid) and the measured (dotted) echoes are
comparatively shown in Fig. 3.7. Note that the calculated results in Figs. 3.5 and 3.7 are exactly the same. From Fig. 3.7, we can see that on the whole the calculated and the measured front-surface echoes, but a small difference still exists, especially for the measurement at $z_{fs} = 131$ mm. Using the calculated back-surface echoes and the measured ones in Eq. (3.22), the attenuation coefficients have been evaluated for the two measurements, and are shown in Fig. 3.8 as a function of frequency.

![Graphs showing measured and calculated echoes](image)

**Fig. 3.7.** The measured echoes (dotted) and the calculated, non-attenuated echoes (solid) from the 19.3-mm-thick copper plate at distances of (a) $z_{fs} = 131$ mm and (b) $z_{fs} = 161$ mm to the array. The signals are normalized by their front echoes' peak amplitudes, respectively.

In Fig. 3.8, it can be seen that the evaluated attenuation coefficients for $z_{fs} = 131$ mm and $z_{fs} = 161$ mm are close only in the frequency range of 2–4.5 MHz, unlike the theoretical case presented in Sect. 3.2.3.2A. A reason for this is that the energy of the pulse excitation is concentrated in this frequency range (refer to Fig. 3.4) so that the estimations outside this range are unreliable because noise energy can be larger and quantization error can have significant influence. In the frequency range of 2–4.5 MHz, the evaluations give quite reasonable attenuation values that increase with frequency in non-linearity.
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In principle, the coefficients evaluated from the two measurements should not be different. In practice, there are quite a few factors, both experimentally and theoretically, that may cause the difference of the evaluations. Experimentally, the sound velocities could be measured inaccurately, or the surfaces of the transducer and the copper plate could not be placed exactly in parallel. In the theoretical aspect, the piston-like vibration on the transducer surface used in the ultrasonic field model was not precise, and thus the effective geometrical parameters of the transducer needed determining precisely. The use of inaccurate parameters will cause the inaccuracy in calculating the pulse excited normal velocity and the echoes, e.g., in Fig. 3.7 where we can see some differences between the calculated and measured front-surface echoes. Another possible error source is the neglecting of nonlinear propagation effects [77,78]. The numerical implementation of the ASA and the FFT may be a small error source. These above-mentioned factors, meanwhile, indicate some aspects in which we need to do more work for more accurate estimation. When these factors are improved, the correcting method can give better estimations.

![Graph showing attenuation coefficient vs. frequency](image)

**Fig. 3.8.** The evaluated attenuations of the copper plate for \( z_s = 130 \text{ mm} \) (solid) and \( z_s = 160 \text{ mm} \) (dash), together with the reference line \( \alpha_L = 0.038 f \) (dotted), where \( \alpha_L \) is in dB/mm and \( f \) is in MHz.

### 3.3 Evaluation of ultrasonic grain noise in polycrystalline metals

#### 3.3.1 Evaluation using the independent scattering model

The independent scattering model (ISM) is used to estimate the grain noise. The theory and the experimental method have been presented in detail in our last report [1].

Using the same procedure as in [1], two copper specimens, T19A and T19B, were inspected. The specifications of the specimens are given in Table 3.1. The transducer use was PANAMETRICS V307, 25-mm diameter, 191.1-mm focal length (measured), and 5.35-MHz central frequency (measured). The sound velocities of water and the copper specimens measured were 1490 m/s, and
4770 m/s, respectively, which were a little different from those presented in [1]. The water paths for measuring the attenuation coefficients in specimens, T19A and T19B, were set 97 and 108 mm, respectively, and the water paths for measuring the grain noise in T19A and T19B both were set 97 mm.

Table 3.1 Specifications, experimental setup, and measured attenuation coefficients and figure of merit (FOM) for Specimens T19A and T19B.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Condition</th>
<th>Length (mm)</th>
<th>Width (mm)</th>
<th>Thickness (mm)</th>
<th>Scanning position</th>
<th>Attenuation (dB/mm)</th>
<th>FOM (1/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T19A</td>
<td>Extruded</td>
<td>80.0</td>
<td>65.0</td>
<td>54.9</td>
<td>67x52</td>
<td>0.1174 ±0.0265</td>
<td>0.134</td>
</tr>
<tr>
<td>T19B</td>
<td>Extruded</td>
<td>94.0</td>
<td>66.4</td>
<td>52.3</td>
<td>80x52</td>
<td>0.1181 ±0.0279</td>
<td>0.140</td>
</tr>
</tbody>
</table>

Fig. 3.9. Measured (solid) and predicted (dash) RMS grain noise, \( N(t) \), in copper specimens (a) T19A, and (b) T19B.

The attenuation coefficients of the two specimens were measured using the spectral shift method (see Table 3.1), and they are quite close. The root-mean-square values of grain noise were measured and
predicted with the ISM (see Fig. 3.9). From Fig. 3.9, a broad maximum of the RMS noise can be seen in each case due to focusing of the ultrasonic beam within the copper specimen. The calculated figure-of-merits for the two specimens are given in Table 3.1. It is interesting to compare the present results with those reported in [1]. The attenuation coefficients of T19A and T19B both are smaller, and their RMS noise curves show the maximaums. Whereas the RMS noise curves of the three specimens (Specimens #1, #2 and #4) in [1] did not show the maximaums because of the larger attentions. The FOMs of T19A and T19B both are also quite close and smaller than those of Specimens #1, #2 and #4 in [1]. From the results in Table 3.1, we can deduce that the grain sizes in T19A and T19B are much smaller than those of Specimens #1, #2 and #4.

### 3.3.2 Evaluation using the K-distribution model

The theory of the K-distribution has been studied in detail in our previous report [1]. Here, we apply it to the estimation of grain noise in Specimens #4, #1, #2 and T19A (T19B is not considered here because it is close to T19A) that have grain sizes from large to small, respectively, and we also compare the estimated results from the K-distribution with those from the ISM. The measurements of the grain noise for Specimens #4, #1, and #2 that have been presented in our recent report [1] are reused.

In order to make comparable the results estimated on the different specimens using the two methods, the regions of interest were chosen in such a way that the insonified volumes of the chosen regions should be as identical as possible. In the measurements made on Specimens #4, #1, and #2, the water path lengths used were all 130 mm. Thus, the focus position in each specimen was around 20 mm. For Specimen T19A, the water path length was set 97 mm so that the focus position was about 30 mm in T19A. The regions of interest chosen for Specimens #4, #1, and #2 were all from 8 to 34 mm in the specimens, and that for Specimen T19A was from 18 to 44 mm. Obviously, all the regions of interest cover the focal zones.

A K-parameter is the parameter related with the number density of scatterers, and can be calculated using the central moments of different orders [70]. Therefore, there can be more than one K-parameter available (e.g., $\alpha_1$, $\alpha_2$ and $\alpha_6$ calculated from the 1st, 4th and 6th central moments) for use. It has been shown in [70] that the K-parameter calculated from the 1st order moment usually gives best results, and is denoted by $\alpha_1$. Therefore, $\alpha_1$ has been estimated for the four specimens using the above chosen regions of interest. The estimated $\alpha_1$'s are given in Table 3.2.

From the estimated $\alpha_1$'s, we can see that the smaller the grain size the larger the K-parameter. Physically, this means that the number of scatterers (grains) in an identical insonified volume is larger for the smaller scatterers (grains). This preliminary result demonstrates the possibility of using the K-
parameter as an estimator for grain noise. However, using the K-distribution model for quantitative estimation, it needs doing more research on it.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>#4</th>
<th>#1</th>
<th>#2</th>
<th>T19A</th>
</tr>
</thead>
<tbody>
<tr>
<td>K parameter ($\alpha_1$)</td>
<td>2.03</td>
<td>2.72</td>
<td>3.95</td>
<td>16.83</td>
</tr>
</tbody>
</table>

**3.4 Conclusions**

To quantitatively estimate attenuation of a solid in the immersion case, a method for correcting the diffraction effect has been developed for the log-spectral difference method (LSDM). The correcting method has been established based on the extended angular spectrum approach that is used to calculate the echoes from the front and back surfaces of the immersed solid. In the case of a copper plate submerged in water and inspected by a linear array with a cylindrically curved surface, the correcting method has been theoretically tested for attenuation estimation. The results have shown that the estimated attenuation coefficient is in an excellent agreement with the exact one. The method has also applied to a real situation, in which the results have shown that the method yields reasonable evaluated attenuation values. This work has demonstrated that the method is possible to effectively correct diffraction effect so as to achieve quantitative estimation of attenuation.

For the estimation of grain noise, the ISM and the K-distribution method have been used. The results estimated using two methods have been compared. Unlike Specimens #4, #1 and #2, Specimen T19A has small attenuation, and its RMS noise from Specimen T19A has shown a maximum that arises from the focusing of ultrasound beam. Consequently, the FOM estimated using the ISM is small compared to those for Specimens #4, #1 and #2. This has yielded the same conclusion as drawn in [1] that the higher attenuation and the larger FOM correspond to the larger grains.

The results from the K-distribution method have demonstrated the possibility of using the K-parameter as a parameter related to the grain size and the number density of grains. However, the quantitative relation of the K-parameter with the grain properties has not been determined, and it needs more research.
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