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ABSTRACT 

The non-parametric and parametric stochastic continuum approaches were applied to 

a realistic synthetic exhaustive hydraulic conductivity field to study the effects of 

hard and soft conditioning. From the reference domain, a number of data points were 

selected, either in a random or designed fashion, to form sample data sets. Based on 

established experimental variograms and the conditioning data, 100 realizations each 

of the studied domain were generated. The flow field was calculated for each 

realization, and particle arrival time and arrival position along the discharge boundary 

were evaluated. It was shown that conditioning on soft data reduces the uncertainty 

of solute arrival time, and that conditioning on soft data suggests an improvement in 

characterizing channelling effects. It was found that the improvement in the predic

tion of the breakthrough was moderate when conditioning on 25 hard and 100 soft 

data compared to 25 hard data only. 

Keywords: 

Conditioning, hard data, indicator, non-parametric, parametric, sequential indicator 

simulation, soft data, stochastic, synthetic, transport, turning bands, variogram. 



SUMMARY 

The transport of solute in fractured rock is to a large extent controlled by the spatial 

variability in fluid advection which are due to heterogeneities in the hydraulic prop

erties of the studied rock formation. This variability is largely unknown, and thus 

modelling of solute transport is associated with uncertainty. This uncertainty can be 

accounted for by using stochastic simulation, and can possibly be reduced further by 

incorporating all available information, quantitative and qualitative. 

To study the effects of incorporating qualitative (soft) information, the non-paramet

ric and parametric stochastic continuum approaches, were applied to a realistic 

synthetic exhaustive hydraulic conductivity field (N=2500) generated in two dimen

sions. From this reference domain, a number of data points were selected, in a 

designed or random fashion, to form a sample data set The points were informed as 

either hard or soft information. These data correspond to our measured hydraulic 

conductivity and supporting geological/geophysical information from the field, 

respectively. 

Based on established experimental variograms and the conditioning data, 100 

realizations of the studied domain were generated through; a) conditioned parametric 

method, and b) conditioned non-parametric method (with and without soft informa

tion). The flow field was calculated for each realization using a linear hydraulic 

gradient A number of particles were released at the upstream end of the domain and 

particle breakthrough and arrival position distribution along the discharge boundary 

was evaluated. 

The specific conclusions of the study are that; 1) conditioning on soft data reduces 

the uncertainty of solute arrival time; 2) conditioning on soft data indicates an 

improvement in characterizing channelling effects, although the latter statement 

requires further study. 

The improvement in the prediction of particle breakthrough when conditioning on 25 

hard and 100 soft data was found to be moderate. The number and distribution of 

actual hydraulic conductivity measurements (hard data) are critical for an accurate 

description of flow and transport in a heterogeneous formation. Since the statistics of 

the 25 random sampled hard data corresponded well with that of the reference field, 

the incorporation of a limited number of soft data (100) did not improve the simula

tions significantly. 

Designed sampling has provided a mild improvement in some of the simulated cases. 

However, investigations of different sampling strategies have been very limited in 

this study. A more extensive investigation in this direction could provide more 

reliable recommendations with regard to efficient sampling of hard and soft data. 

The uncertainty associated with the heterogeneity in the hydraulic properties of 

fractured formations is not the sole one. In order to perform more reliable simula

tions of flow and transport the uncertainty in boundary conditions and solute source 

(near-field) characteristics have to be taken into account 
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1. INTRODUCTION 

The transport of solute in fractured rock is to a large extent controlled by the spatial 

variability in fluid advection which is due to heterogeneities in the hydraulic prop

erties of the studied rock formation. When modelling solute transport, the model 

output is associated with uncertainty. This uncertainty is a result of the fact that we 

can never establish a full description of the real system based on the often minute 

number of data points available. 

When modelling large scale solute transport in fractured rock a number of different 

conceptual approaches are available. The most commonly used is that of a determin

istic continuum. Here the modelled domain is divided into hydraulic units which are 

assigned effective material properties. Uncertainty in model output, eg. tracer break

through, can only be addressed by sensitivity analysis whereby the effective values of 

the hydraulic units are changed and/or permutated. 

A stochastic continuum approach implies generation of a large number of realizations 

of heterogeneous material property fields that in a statistical sense are consistent with 

available data. The simulated realizations could be either unconditioned or condi

tioned, ie. in the latter case explicitly honouring measured data at their locations. In 

addition two different formalisms are available, the parametric and the non-paramet

ric approaches. The former assumes and stipulates a distribution function for the 

material property analysed, eg. log-normal distribution of hydraulic conductivity. The 

latter method requires no such assumption. Also, in the latter case the geostatistical 

analysis may be based on either hard (quantitative) or soft (qualitative) information. 

The uncertainty in a given output may in either case, wether parametric or non

parametric, be acquired by analyzing the statistics of a large number of realizations. 

The possibility to incorporate qualitative information implies that geological, geo

chemical and geophysical information may not only be used in the conceptualization 

of a hydrogeological system, but can actually be directly used in simulation of flow 

and transport. It also implies that old hydrogeological data can be reviewed on the 

basis of their accuracy and be incorporated with different degree of "softness". 

Another overall implication is a need for integration and optimization of site-charac

terization programmes, and an even stronger interaction between geoscientists from 

different disciplines than before. 

The study of mass arrival at Finnsjon (Winberg et al 1991) aimed at providing an 

introduction and test of the non-parametric approach on a real data set, incorporate 

any available soft information and also to provide a comparison with the parametric 

technique. The analysis results where found to be encouraging but no definite 

conclusions could be drawn since no conditioned parametric realizations could be 

generated at the time of the study. In addition, no independent soft information could 

be utilized. An analysis of a synthetic exhaustive domain was suggested to further 

test the non-parametric technique and augment its potential usefulness in SKB:s 

modelling activities. 
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2. SCOPE 

The main scope of the study is to show the merits of conditioning on soft (qualitative 
or semi-quantitative) information when performing stochastic continuum simulations 
of mass arrival. 

In doing so, a realistic synthetic hydraulic conductivity field (the exhaustive data set) 
is generated in two dimensions with well defined statistical and geostatistical 
characteristics. This domain corresponds to our hydrogeological "reality". From this 
reference domain, a number of data points are selected, in a designed or random 
fashion, to form a sample data set. The points are informed either as hard or soft 
information. These data corresponds to our measured hydraulic and supporting 
geological/geophysical information from the field, respectively. 

The sample data set is used to establish the statistical and geostatistical features of 
our material property distribution of interest. Experimental variograms are to be 
generated for the attribute (the hydraulic conductivity) and for defined indicator 
thresholds. Indicator variograms are to be generated for hard data only and for hard 
plus soft information. 

The experimental variograms and the statistical parameters established on the basis of 
the sample data set (structured and random sampling scheme) are used to generate 
realizations of the studied domain through; a) conditioned parametric method 
(N=lOO), and b) conditioned non-parametric method (with and without soft informa
tion) (N=lOO), where N equals the number of realizations generated. A linear 
hydraulic gradient is applied to the domain and the flow field is calculated for each 
realization. A thousand particles are released at the upstream end of the domain. 
Particle breakthrough and distribution along the discharge boundary are evaluated. 

Correspondingly, the sensitivity to boundary conditions were investigated by rotating 
the flow conditions 90 degrees. 

Convergence in correspondence between results based on generated realizations and 
results based on the exhaustive data set are compared and discussed on basis of a) 
the sampling methodology employed, b) the number of informed data (hard, hard and 
soft), and the simulation method used. Tools used in this comparison are the graphi
cal representation of individual realizations, output from transport calculations. 

3. STOCHASTIC CONTINUUM APPROACHES 

The two approaches used in this study are similar to the extent that they both adopt 
the continuum approach, but differ in the aspect of assumptions regarding underlying 
statistical distribution of hydraulic conductivity/transmissivity. In the Parametric 
Stochastic Continuum approach, a specific distribution model, in most cases Gaus
sian, is inherent in the model assumptions. In addition, the spatial correlation is based 
on the actual (attribute) log(K) or log(T) values. In the case of the Non-Parametric 
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Stochastic Continuum, no particular distribution model is required. In addition the 

technique honour the spatial variability and correlation of the studied p_.,rameter at 

different threshold values of hydraulic conductivity. 

3.1 Parametric Stochastic Continuum 

A scale is selected at which the random variable Z(u) (Z=ln(K)) is to be discretized 

(eg. finite element block size). This scale is selected larger than the correlation scale 

of the Z process. Using conditional Monte-Carlo simulation, estimates of Z to be 

assigned to each of the grid blocks of the model are retained. This process is 

repeated until an ensemble of realizations have been generated. All realizations are 

consistent, in a geostatistical sense, with the available sample data set. 

Estimates of Z are obtained using the Turning Bands method (Matheron 1973, 

Mantoglou and Wilson 1982) which requires the probability distribution function 

and the variogram of the attribute process Z. Conditional simulations are obtained 

following the procedure presented by Delhomme (1979). 

3.2 Non-Parametric Stochastic Continuum 

The non-parametric approach to the description of flow and transport differs from the 

classic stochastic continuum approach in that the spatial correlation is accounted for 

at different threshold values of hydraulic conductivity/transmissivity. The correlation 

structures at different thresholds may subsequently be calculated and used in ordinary 

kriging (OK) to infer not only one discrete estimate in a given point, but a so-called 

conditional distribution from which an optimal estimate may be retained. This 

distribution may be used to predict the uncertainty in the estimate before any type of 

estimation is made. 

The conventional kriging algorithm as applied to attribute values (log K) functions as 

an effective smoothener of spatial connectivity characteristics. If a Gaussian related 

model is adopted in data expansion, as in the Parametric approach, it has a tendency 

to blur or underestimate the connectivity of high and low values. In a non-parametric 

expansion the spatial connectivity modelled through a suite of indicator covariance 

models (joint probability of two values in space exceeding a given permeability 

threshold) provides a possibility to emphasize the connectivity of both high and low 

values (Journel and Alabert 1989). 

By applying conditional simulation based on the Non-Parametric Stochastic Continu

um, several equiprobable realizations may be generated, all honouring the initial data 

n. If features (eg. connected bands of high hydraulic conductivity) reoccur consistent

ly in these realizations they may be considered as reliable. 

Models of spatial dependence have to fulfil two major requirements with regard to 

the resulting reconstructed realizations (Journel and Alabert 1989): 



4 

sample values as well as qualitative information must be honoured at 
their location. 

patterns of connectivity in space, especially those of extreme values 
must be honoured. 

These requirements are met by the non-parametric formalism and simulation pro
cedure presented in the preceding text Conventional interpolation techniques, eg. 
kriging, tend to smooth or distort out tendencies towards organized (low entropy) 
patterns. 

3 .3 .1 Indicator formalism 

The indicator transform of the spatially distributed attribute Z(u) is defined as the 
binary variable: 

{
1, if Z(u) ~ z 

i[Z(u);z] = i(u;z) = 
0, if otherwise 

The transform is defined at any location ui where an attribute (quantitative sample) 
Z(ll_j) is available, providing a complete column of indicator data i(U/Z) for all 
possible threshold values z. This is exemplified in Figure 3.1 where; a) attributes 
Z(u) are shown. In b), c), d) the corresponding binary indicator variables i(ui;z) are 
reproduced for three arbitrary threshold values Zt-

The indicator values i(u;z) are interpreted as being outcomes of indicator random 
variables l(u;z). l(u;z) is characterized by one single parameter, its expected value, 
which is the marginal distribution of Z(u) for the threshold value z. 

E{l(u;z)) = 1 x P{Z(u)-5.z} + 0 x P{Z(u)>z) = F(z I (n)) 

Stationarity yields that F(z) is independent of location u and may be obtained from 
spatial averaging of the indicator values. A further step is that the spatial correlation 
may be included in that ordinary kriging (OK) is used at each threshold value Zt, 

using the respective indicator variogram models y/ z1c,h), to infer an estimate of the 
conditional probability P[Z(u)-5.z I (n)]. 

The structure of spatial correlation may be clearly different for different threshold 
values. The covariance of the attribute Z can be shown to be the ·average of all 
indicator covariances, but underestimates the correlation of lows and overestimates 
that of highs. Thus, if the detection of extreme values is critical to the problem at 
hand the attribute covariance is inadequate. Correspondingly, if a Gaussian Z
bivariate model is employed it can be shown that spatial (indicator) correlation at 
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extreme values is not accounted for. 

The uncertainty in the studied parameter is analysed in terms of probability intervals 

rather than confidence intervals which is inherent in a model oriented approach. The 

following exemplifies three such uncertainty relations expressed in terms of probabi
lities: 

P[U e ]a,b] j(n)] = F(bl(n)) - F(aj(n)) 
P[U :s qPl(n) = P 

P[U >- tl(n)] = 1 - F(tl(n)) 
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3.3.2 Sequential indicator simulation 

The sequential indicator simulation scheme (SIS) differs from the Parametric 
Continuum scheme (turning bands method, TUBA) not only by the fact that multiple 
covariances (variograms) at different thresholds are used. In addition the Monte Carlo 
sequence is constructed by informing the modelled domain according to a random 
walk strategy, whereby each simulated point is informed with a posterior conditional 
distribution which is consistent with the indicator statistics and geostatistics inferred 
from the sample data set and the indicator columns at the conditioning points. The 
simulation scheme is as follows; 

1) Introduce a grid with N nodes ui over which the spatial variability 
should be modelled. 

2) Starting at any node, say u1, derive the conditional distribution of Z(u1) 

by solving the ordinary kriging equation for each threshold value k 
given all available information (n). The known information (n) is 
usually known outcomes Z( ucJ = Za at locations Ua { a £ ( n)}. The 
conditional or posterior distribution of Z(u1) is denoted; 

3) Draw a realization of Z(u1) from the distribution. Transfer the realiz
ation into the data set which now is of dimension ( n+ 1 ). 

4) Move randomly to a second node u2• Derive the conditional distribution 
of Z(Ui) given the available information (n+l), compare 2). Draw a 
realization of Z( u2) from the distribution, enter it into the data set which 
now has dimension (n+2). 

5) Loop through all N nodes until they are informed with a simulated 
value zi {j=l, ... ,N}. This set of N values represent one realization of the 
random field {Z(u), u £ S}. Any number L of such simulations may be 
obtained by simply repeating the process L times. 

3.3.3 Incorporation of soft information 

In the above-mentioned simulation scheme, only the hard (quantitative) data Z(u) 
have been considered. These data, often very sparsely available, may be comple
mented by various soft (qualitative) information. Coded soft information may readily 
be entered into the outlined simulation scheme. 

Two types of soft information are indicated below; 
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1) A constraint interval which generates an incomplete indicator column. 

I o, if z -< a 
Z(u) e: [a.b]= i(u;z) = I 1, if z ~ b 

I undefined otherwise 

2) Local prior distribution coded as "fuzzy" indicator data. 

Figure 3.2 

I o, if z -< a 
Z(u) e: [a,b] = i(u;z) = I e [0,1], if z e [a,b] 

l 1, if z ~ b 

HARD SOFT SOFT 

X1 

0 

0 

0 

0 

0 

0 

z 

X2 X3 

0 0 

0 0 

a ? 0 

? 0 

? 

? 

b ? 0.7 

z z 

Exemplification of indicator column of (a) hard data, (b) 

soft data (constraint interval, and (c) soft data (prior local 

distribution). 
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These soft data with associated coding could eg. be information about rock type (type 
1) or a plausible distribution of Z-values deduced for a particular rock type (type 2). 
In this study only type 1 soft data are used, cf. Chapter 5. 

A hard indicator column is presented together with indicator columns of the two 
types of soft information in Figure 3.2. 

4. EXHAUSTIVE DATA SET 

Our ambition within this study has been to produce a reference exhaustive data set 
with a close correspondence to what would be expected in nature for a crystalline 
bedrock situation. This premise is clearly presumptuous since our problem is that we 
simply do not know the exhaustive reality of our geological system. However, on the 
basis of our notion of typical geological and tectonic features and controls of the 
hydraulic conductivity of crystalline environments plus our understanding of typical 
range and statistics of material properties, a best "guesstimate" of a real system has 
been conceived. 

The exhaustive reference data set consists of a 250x250 m heterogeneous field with a 
support (resolution) of 5x5 m. The field was constructed using the non-parametric 
sequential indicator simulation scheme (SIS), (G6mez-Hernandez and Srivastava 
1990). 

4.1 Geostatistics of the exhaustive reference field 

In the construction of the synthetic exhaustive domain using the SIS algorithm, a 
certain set of statistics and geostatistics have been built in. Within the realm of 
possible values, the domain has been conditioned to produce a field with a clearly 
distinguishable anisotropy and banding in the hydraulic conductivity field. Subse
quent to scrutiny of several generated candidate fields, the image in Figure 4.1 was 
selected on purely subjective grounds for further study. 

Table 4.1 

1.63 10-6 

Univariate statistics of exhaustive reference hydraulic 
conductivity field. 
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Even though the reference exhaustive data set has been constructed with the SIS 
algorithm, the chosen statistics and the histogram, cf. Table 4.1 and Figure 4.2, imply 
a near log-normal distribution of hydraulic conductivity. The chosen geometric mean 
hydraulic conductivity, Kg = 1.6 10-6 m/s (log(K) = -5.7885), may be regarded to be 
fairly high, representative of the upper 100m of a crystalline rock mass. The selected 
variance (cf=0.97845) may be regarded to be low in relation to the geometric mean. 

The experimental variogram in the X- and Y- direction based on the attribute (log K) 
values and fitted exponential models are shown in Figure 4.3. The variogram model 
has one single structure and no nugget effect. The correlation scales in the X- and Y
direction are 42.5 and 7.5 m, respectively, which implies an anisotropy ratio of 5.7. 

Six experimental indicator variograms have been used to describe the geostatistical 
features of the exhaustive reference data set. Indicator variogram models were 
conceived for threshold at log(K) = -7, -6.5, -6, -5.5, -5.0, and -4.5. The indicator 
variograms for the reference field in the X- and Y- direction together with their fitted 
models are shown in Appendix 1. Although the experimental variograms of thres
holds between log(K)= -7 to -5 show some tendency of nugget effects, the fitted 
indicator variogram models have one single exponential structure as is the case for 
the attribute variogram. The variograms have a structural anisotropy with a factor 4 
to 7 longer correlation scale (range) a in the X- than in the Y-direction. The highest 
anisotropy ratio R is found for the highest thresholds and viceversa. Specifics on the 
experimental variogram models are presented in Table 4.2. 

Table 4.2 Parameters of the input indicators variograms in the X- and Y-directions 
used to create the exhaustive reference data set 

! 1llili1■i~llil1i1 i!ii 
-7.0 0.140 22.5 0.14 5.0 4.4 

-6.5 0.159 50.0 0.159 10.0 5.0 

-6.0 0.238 35.0 0.238 5.0 7.0 

-5.5 0.228 50.0 0.228 7.5 6.7 

-5.0 0.170 30.0 0.170 5.0 6.0 

-4.5 0.150 50.0 0.150 7.5 6.7 
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Jog(K)-variograms and fitted models of reference field 
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4.2 Flow and transport simulation of the reference field 

The flow and mass transport calculations based on the exhaustive reference field 
have been simulated under steady-state conditions. The domain is a quadratic area 
consisting of 50x50 cells with a total domain size of 250x250 m. The upper and 
lower boundaries are assumed to be no-flow boundaries, whereas the left and right 
boundaries are constant head boundaries providing a constant head gradient parallel 
to the X-axis. A schematic diagram of the utilized boundary conditions is shown in 
Figure 4.4. 

The groundwater flow is calculated using a block centred finite difference scheme 
employing a direct band elimination solver. The harmonic mean is used to average 
the hydraulic conductivity in neighbouring cells in the calculation. The velocity field 
is calculated from the head distribution according to Darcy's law. For the sake of 
simplicity, the porosity of the model domain is assumed constant to ensure that the 
ratio between gradient and porosity (I/<!>) is equal to unity. 

The transport calculation is then carried out using the output velocity field and a 
particle tracking routine. The particles are assumed to be conservative, implying that 
no mass exchange caused by chemical reaction, sorption-desorption, or decay. Since 
the transport is dominated by advection, local scale dispersion is neglected in the 
simulations. 

At time t=O, 1000 particles are instantaneously released along a segment of the 
upstream (left) boundary defined by the coordinates (0,100) and (0,150), cf. Figure 
4.4. The number of injected particles in different cells is proportional to the flux on 
the block faces, representing the steady state injection situation. The particle arrival 
time and cumulative arrival time at the outlet boundary (right) at x=250m is calcu
lated. The distribution of particle arrival (position) along the outlet plane is also 
recorded to demonstrate the relative probability for a given particle arrival location. 

Figure 4.5a shows the cumulative particle breakthrough curve at the outlet plane and 
Figure 4.5b shows the distribution of particle arrival locations on the outlet plane for 
the reference field. The results show that the breakthrough curve has a very high 
peak value with a long tail. Most particles are conveyed in two flow channels parallel 
to the X-axis which discharge at different locations. 

The characteristics of flow and transport of the reference field is thus a distinct two 
channel flow system with one single high peak, long-tailed breakthrough curve. The 
observed characteristics are considered to be the real system response of our refer
ence data set to be compared with the Monte-Carlo simulation results which are 
based on a much more limited amount of information sampled from the exhaustive 
reference data set. 
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SIMULATION STRATEGY 

In order to perform a numerical simulation of groundwater flow and transport in a 
subsurface system, the distribution of hydraulic conductivity in the analysed system 
has to be known. In the study of a real field situation, due to time and budget 
constraints, information of a heterogeneous hydraulic conductivity field is only 
available in a few locations. The statistical and geostatistical characteristics inferred 
about the studied domain, and thus the subsequent engineering design and decision 
making made, depends heavily on this limited information. 

In practice, the hydraulic conductivity data is obtained through some measurement 
layout which is based on the experience of the hydrogeologist and the available 
geological and geophysical data. In this study we assume two kinds of measurement 
layouts. The first uses random selection of 25 hard (1 % of the exhaustive data set) 
and 100 soft (less precise) which has an uncertainty range (one order of magnitude) 
centred around the "true" value. The second uses designed sampling of 25 hard data 
selected to capture the perceived spreading of particles from the source area on the 
left boundary. The 100 soft data are in this case spaced on a regular grid over the 
model domain. The position of the hard and soft data for the two sampling schemes 
are shown in Figure 5.1. 

In performing the simulations the basic assumption of statistical homogeneity is 
adhered, ie. the studied stochastic process is assumed to be stationary and ergodic. 

5.1 Random sampling 

The cumulative distribution of the 25 randomly sampled hard data superimposed 
on the cumulative distribution of the 2500 data of the exhaustive reference field is 
shown in Figure 5.2a. The distribution of the random sample data set is found to be 
very close to that of the reference field. The mean of log(K) is -5.84 which is only 
about 1 % less the mean of reference field. The variance of log(K) is 1.08 which is 
about 10% higher than the variance of the reference field. 

The cumulative distribution of 25 hard plus 100 soft data are also shown in Figure 
5.2. From the figure it is evident that the addition of 100 soft data does not improve 
the quality of the distribution of the random sample data set. Actually, it is slightly 
worse since the 25 hard data already well represent the reference data field from a 
statistical point of view. 

Due to the limited amount of data in the random sample data set, it was found to be 
very difficult to construct experimental variograms (attribute and indicator), especial
ly so for the anisotropic situation to be simulated. Hence, in order to enable simula
tion, the exponential variogram models and correlation scales inferred for the 
reference field have also been attributed to the random sample data set, though with 
sample statistics, ie. variance (sill) obtained from the random data set itself. 



15 

51 1 6 11 16 21 26 31 36 41 46 5151 
* 0 

0 00 0 
0 * * og 46 0 0 00 0 46 0 * 0 

* 0 0 
0 

00 * 0 
41 41 

0 0 
* 

0 0 * 0 
36 0 36 0 

0 0 * 0 
0 * 0 

31 
0 8 

0 * 
0 * 31 

08 
0 0 

0 
0 0 

0 * 26 0 0 0 26 
0 0 

0 * * 21 * 0 0 21 0 
0 

* 0 00 
0 

0 
00 0 * 16 16 

00 * * 
0 0 0 0 8 0 o* 

11 * * 0 11 
* *8 0 

6 0 6 
0 8 0 

1 1 6 11 16 21 26 31 36 41 46 

51 1 6 11 16 21 26 31 36 41 46 5151 

46 0 0 0 0 0 0 0 0 46 

* 41 0 0 0 0 0 0 0 0 0 41 
* * 

36 0 0 0 0 0 0 0 0 0 36 

* * 31 0 0 0 0 0 0 0 0 0 31 * * 0 0 0 0 0 0 0 0 0 0 

26 ~!o 0 0 0 0 0 0 0 0 0 26 * * * * * * * * 0 0 0 0 0 0 0 0 0 0 * 21 0 0 0 0 0 0 0 0 0 21 * * 
16 0 0 0 0 0 0 0 0 0 16 * 

* 11 0 0 0 0 0 0 * 0 0 0 11 

6 0 0 0 0 0 0 0 0 * 6 

1 1 6 11 16 21 26 31 36 41 46 51 1 

Figure 5.1 Description of the location of the 25 hard data sample and 100 soft data 
location as distributed on the reference field, a) Random sampling, 
b) Designed sampling,(*) = hard sample, (o) soft sample. 
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Figure 5.2 Comparison between the cumulative distribution of data in the sample 
data sets and that of the data in the exhaustive reference data set, a) 
Random sampling, b) Designed sampling, (*) = 25 hard data, (o) = 25 
hard plus 100 soft data. 
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5.2 Designed sampling 

The cumulative distribution of the designed sample data set of 25 hard data superim
posed on the cumulative distribution of the reference field are shown in Figure 5.3. 
The mean of log(K) is -6.14 and the variance is 0.683, 6% and 30% lower than the 

corresponding statistics of the reference field, respectively. The statistics of the 
designed hard data sample data set does not adequately represent the reference field 

because the designed sampling plan puts more weight on the region near the source 
area. 

The cumulative distribution of designed sampled 25 hard and 100 soft data is also 
shown in Figure 5.2b. The addition of 100 regularly spaced soft data improve the 
statistics of the design sample data set. Correspondingly to the case of the random 

sample data set, the corresponding variogram models are identical to those of the 
reference field, though scaled to the sample statistics of the designed sample data set. 

6. STOCHASTIC SIMULATION 

In this chapter a description of the simulation procedure is presented for the two 
approaches. If not stated otherwise, 100 realizations have been generated in each 
case. The use of the different sample sets is described, as is the incorporation of soft 
information in the case of the non-parametric continuum approach. The flow and 

transport calculations follow the same procedure described in Section 4.2. The results 
are discussed in terms of visual appearance of the generated realizations, comparisons 
of input and output statistics and geostatistics, mean particle arrival times and a 
dispersivity index, ensemble particle breakthrough curves and distribution of particles 

on the outlet boundary. The (tentative) dispersivity index is defined as the coefficient 
of variation of the mean arrival time. The higher the index, the higher the degree of 
particle dispersion in the simulated field. 

6.1 

6.1.1 

Parametric continuum simulation 

Simulation based on a random sample data set 

Using the 25 hard random sample data, Monte-Carlo realisations of the simulated 

domain have been generated with the parametric approach. The hydraulic conduc

tivity field is on the basis of the sample data set assumed to have a log-normal 

distribution which is not far off from the reference field, cf. Figures 4.2 and 5.2a. 

Three examples of generated equiprobable and statistically consistent hydraulic 
conductivity realisations are shown in Figure 6.1. From the figure it is obvious that 

the generated fields do not show the same degree of continuity as the reference field. 

The statistics of the generated material property fields show similar statistical charac
teristics as the reference field. The mean and variance are well reproduced, cf. Table 
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Figure 6.1 Parametric simulation based on 25 hard randomly selected data. 
Examples of realizations of the hydraulic conductivity field (log(K)), 
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Figure 6.2 Parametric simulation based on 25 hard randomly selected data. Gener

ated ensemble attribute variograms of log(K), (*) = X-direction, 

( o) = Y -direction, (-----) = reference data set. 

6.1. Figure 6.2 show the generated ensemble attribute variogram in the X- and Y

direction together with the corresponding variogram based on the reference field. The 

correlation length in the X-direction is the same as that of the reference field, 

whereas in the Y-direction, the generated field exhibits a somewhat longer correlation 

length than reference field. The noted difference in correlation length in Y -direction 

may be attributed to a too small number of realisations and/or that the simulation 

domain is not large enough. 

Figure 6.3 shows the resulting ensemble cumulative breakthrough curve of the 

parametric simulation using the 25 hard random sample data set, plus a one standard 

deviation envelope of arrival time. The resulting ensemble particle arrival time shows 

a small deviation from the results based on the reference case, cf. Table 6.2. The 

dispersivity index based on the ensemble of simulations is 0.72, cf. Table 6.2. Figure 

6.4 shows the ensemble distribution of pruticle arrival locations along the outlet 

boundary. The results show a single flow channel system which corresponds to the 

lower flow channel noted for the reference field, cf. Figure 4.5b. The upper flow 

channel noted for the reference field is not well represented in the simulated fields, 

plus the fact that the flow path discharge is located much closer to the centre of the 

outlet plane. In addition, the simulated flow path is more dispersed in the domain 

compared with the reference field, cf. Figures 4.5b and 6.4. 
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Table 6.1 Ensemble statistics of generated hydraulic conductivity fields based on 
100 realizations. (r) = random sample data set, (d) = designed sample 
data set. 

iJ:!J:1i::::111111::;1:::::::::::JJjJljlJlllJijJJ::::::1:11:1JllJiJj:::1:::1:111:111:1111:::1111i::11:Jfl~1!iliiJ1!i!iijijjJj!JJJliiil■l:::;1JJ!Illi!!lli!illlllilil::11:1:J1!1:i:l!li!i!!l!:I 
Reference field -5.79 0.98 

Para., 25, r -5.83 1.01 

Non-para., 25, r -5.85 0.89 

Non-para., 25+ 100, r -5.83 0.98 

Para., 25, d -5.96 0.67 

Non-para., 25, d -6.08 0.73 

Non-para., 25+100, d -5.88 0.92 

Figure 6.2 Ensemble statistics of simulated arrival time based on 100 realizations. 

-----··•:•:•:•:=:•:❖:❖:-:•:❖:❖:-. 

ijlf}JJ::ff/":'}:'f'""if;f:';}{: Mean ± cr Mean ± cr Mean ± cr Mean ± cr 

Ref. field 1.084 - 2.820 - 2.917 - 0.733 -

R a n d o m S am p 1 i n g 

Para., 25 1.195 1.342 2.144 2.670 2.916 4.613 0.716 0.363 

Nonp., 25 1.845 2.954 2.728 3.967 3.285 4.261 0.765 0.661 

Nonp., 25/100 1.800 1.099 3.518 1.930 4.849 2.169 1.043 0.427 

Design e d S am p I i n g 

Para., 25 2.810 1.571 4.857 3.003 6.200 3.013 0.687 0.300 

Nonp., 25 3.861 2.753 6.738 4.805 8.375 5.318 0.604 0.262 

Nonp., 25/100 1.716 1.126 5.467 3.219 6.906 2.792 0.786 0.309 
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Figure 6.3 Parametric simulation based on 25 hard randomly sampled data. Ensem

ble cumulative breakthrough curve. Hatched line corresponds to one 

standard deviation. 
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Figure 6.4 Parametric simulation based on 25 hard randomly sampled data. 

Ensemble particle arrival distribution on the outlet boundary. 
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Figure 6.6 Parametric simulation based on 25 hard data obtained from designed 
sampling. Generated ensemble attribute variogram of log(K). 
(*) = X-direction, ( o) = Y-direction, (-----) = reference data set 

6.1.2 Simulation based on a designed sample data set 

Conditioned on the 25 hard data obtained from the designed sampling plan, reali
zations of the simulated field have been generated with the parametric approach. The 
hydraulic conductivity field is again assumed to have a log-normal distribution, cf. 
Figure 5.2b. Three equiprobable realisations are shown in Figure 6.5. 

The ensemble mean and variance of generated fields are somewhat lower, but com
pare well with the statistics of the reference case, cf. Table 6.1. Figure 6.6 shows that 
the correlation length in the X- and Y -direction compares well with those of the 
reference field, but the variogram sills are much lower than for the reference field, 
but compare with the variance of the designed sample data set. 

The results of the flow and transport simulation are condensed in the ensemble 
cumulative breakthrough curve in Figure 6. 7, together with one standard deviation 
envelop of arrival time. The ensemble mean particle arrival time of the parametric 
simulation based on 25 hard designed sample data is later than for the reference case, 
cf. Table 6.2. The reason for this later mean arrival time may be due to the fact that 
the sample mean and variance of Log(K) are lower than for the referenced field. The 
dispersivity index for the ensemble of simulated fields is lower than for the random 
sample case described in the previous section, cf. Table 6.2. Figure 6.8 shows the 
distribution of particle arrival locations along the outlet boundary. The results show 
two weakly distinguishable flow channel systems, where one corresponds the lower 
channel in the reference field. The upper flow channel in the reference field is not 
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Figure 6. 7 Parametric simulation based on 25 hard data obtained from designed 
sampling. Ensemble cumulative breakthrough curve. Hatched line 
corresponds to one standard deviation. 
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Figure 6.8 Parametric simulation based on 25 hard data obtained from designed 
sampling. Ensemble particle arrival distribution on the outlet boundary. 

20 



25 

2(m) CONDUCTIVITY SIMULATION OF NONPARAMETRIC CASE 2Cm) CONDUCTIVITY SIMULATION OF NONPARAMETRIC CASE 
250 250 

zoo 200 

150 150 

100 100 

50 

0+"' __ ,,___,~~..-----il"'---~ 
~~~~-a X(m)0 

0 50 100 150 200 Z'iO 0 50 100 150 zoo 

2(m) CONDUCTIVITY SIMULATION OF NONPARAMETRIC CASE 2(m) 
250 

CONDUCTIVITY OF REFERENCE FIELD 
250 

zoo 

150 

50 

0 ..)__:,___,.i::;...:...:.;__;:~~~-....-1--• 
0 50 100 

Values of Conductiuity 

M > -'1.5 D 
-'1.5> M > -5 
-5 > M > -5.5 
-5.5 > M > -6 ill 

-6 > M > -6 .5 II 
-6.5>M>-7 II 
-7 >M>-7.5 II 
-7 .5 > M II 

150 

zoo 

150 

100 

50 

X(ml 0--!llillllll!IIIIIIIII 
zoo 250 0 50 100 150 zoo 

Figure 6.9 Non-parametric simulation based on 25 hard randomly sampled data. 
Examples of realizations of the hydraulic conductivity field 
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well represented in the ensemble of simulated fields, where it is located closer to the 
centre of the outlet plane. The simulated flow paths are more dispersed in the domain 
compared with the reference field and random sample case described in the previous 
section, cf. Figure 6.8. 

6.2 Non-Parametric continuum simulation 

The flow and transport calculations performed on the non-parametric simulations are 
identical to those performed for the parametric continuum cases. The major differ
ence is that in this section also the effect of incorporating soft information will be 
studied. 

6.2.1 Simulation based on a random sample data set 

25 hard data 

Based on the 25 randomly sampled hard data, 100 realisations of hydraulic conduc
tivity have been generated with the non-parametric approach. The cumulative 
distribution curve of the random sample data set is given by Figure 5.2a which has 
near Gaussian distribution as is the case for the reference field data. Three equi
probable realisations are shown in Figure 6.9. The two bands of high hydraulic 
conductivity are easily distinguished, and overall the realizations show a higher 
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Figure 6.10 Non-parametric simulation based on 25 hard random sample data. 
Generated ensemble attribute variograms of log(K), (*) = X-direction, 
( o) = Y -direction, (-----) = reference field. 
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Figure 6.11 Non-parametric simulation based on 25 hard randomly sampled data. 
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degree of continuity than the parametric fields shown in the previous section. The 
statistics of the generated fields are similar to that of the reference field, though the 
mean and variance are slightly lower, cf. Table 6.1. 

The generated ensemble attribute variograms presented in Figure 6.10 show that the 
correlation lengths in the X- and Y-directions are comparable to those of the referen
ce field though the noted sills are somewhat lower, in accordance with the sample 
statistics. The ensemble indicator variograms of the generated fields for the different 
threshold values are shown in Appendix 2. The indicator variances of the realizations 
in the X- and Y-direction are somewhat lower than the input values, possibly an 
effect of the fact that the simulation domain is not large enough. The noted differ
ences in the indicator variograms means that the shape of the cumulative distribution 
of attribute variable is somewhat different than that of the reference field. 

The ensemble cumulative breakthrough curve of the non-parametric simulation based 
on 25 randomly sampled data together with one standard deviation envelop of arrival 
time is shown in Figure 6.11. A comparison between Figure 6.11 and Figure 4.5a 
show that the breakthrough curves are similar in shape. The calculated mean arrival 
time is also more compatible to that of the reference case than the corresponding 
parametric simulation, cf. Table 6.2. The dispersivity index of the ensemble of 
simulated fields is somewhat higher than that of the corresponding parametric simula
tion, cf. Table 6.2. The uncertainty in the calculated mass arrival time, however, is 
higher for the non-parametric case than for the parametric case. The distribution of 
particle arrival locations at the outlet boundary is shown in Figure 6.12. The results 
show one strongly pronounced single flow channel system which corresponds to the 
lower channel noted for the reference field, cf. Figure 4.5b. The upper channel noted 
for the reference field is not represented in the ensemble of non-parametric simula
tions. The simulated flow path centred on the lower flow channel is more dispersed 
in the simulated domain compared to its appearance in the reference field results. 

25 hard plus I 00 soft data 

Utilizing the random sample data set consisting of 25 hard and 100 soft data, 100 
realizations have been generated. Three equiprobable realizations are shown in Figure 
6.13. Compared to the 25 hard data case, the visual correspondence with the refer
ence field appears to be improved. The statistics of generated fields corresponds well 
with that of the reference field, cf. Table 6.1. The generated ensemble attribute 
variogram shown in Figure 6.14 shows that the correlation lengths in the X- and Y
direction and the corresponding sills of the variograms are comparable to those of the 
reference field. 

The ensemble indicator variograms of the generated fields presented in Appendix 3 
shows that the indicator variances in both the X- and Y- direction are lower than the 
inputed values for higher threshold values, possibly a result of the simulation domain 
being too small. The difference between the input and output indicator variograms 
implies that the shape of the cumulative distribution of the attribute variable is 
different than for the reference field. 
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Figure 6.14 Non-parametric simulation based on 25 hard and 100 soft randomly 
sampled data. Generated ensemble attribute variogram of log(K), 
(*) = X-direction, ( o) = Y-direction, (----) = reference field. 

The resulting ensemble cumulative breakthrough curve for the non-parametric 
simulations conditioned on 25 hard and 100 soft data is shown in Figure 6.15. The 
particle mean arrival time is in this case somewhat later than for the reference case, 
cf. Figure 4.5a and Table 6.2. 

The dispersivity index of the ensemble of simulated fields is higher than the previous 
simulation cases, cf. Table 6.2. The uncertainty in the mass arrival time is in this 
case lower than for the corresponding parametric case and the previous non-paramet
ric case (random 25 hard data). Figure 6.16 shows the distribution of particle arrival 
locations along the outlet boundary. The results shows two weakly developed flow 
channel systems where one corresponds to the upper channel noted for the reference 
field. The lower channel in the reference field is not well represented in the ensemble 
of simulated fields. The simulated flow paths are more dispersed in the simulated 
domain compared to those of the reference field, cf. Figure 4.5b. 

6.2.2 Simulation based on a designed sample data set 

25 hard data 

Based on the 25 hard designed sample data, 100 realizations of the simulated field 
have been generated using the non-parametric approach. The cumulative distribution 
curve of the sample data set is given by Figure 5.2b and appears near Gaussian, as is 
the reference field. Three equiprobable realizations which honour the conditioning 
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Figure 6.15 Non-parametric l)J.mulation based on 25 hard and 100 soft randomly 

sampled data. Ensemble cumulative breakthrough curve. Hatched line 

corresponds to one standard deviation. 

1.0""?""""---------------------, 

0.8 

0.6 

0.4 

0.2 

0.0 
0 50 100 150 200 250 (I'll} 

Figure 6.16 Non-parametric simulation based on 25 hard and 100 soft randomly 

sampled data. Ensemble particle arrival distribution on the outlet 
boundary. 
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Figure 6.17 Non-parametric simulation based on 25 hard data obtained from 
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Figure 6.18 Non-parametric simulation based on 25 hard data obtained from 
designed sampling. Generated ensemble attribute variogram of log(K), 
(*) = X-direction, (o) = Y-direction, (----)=reference field. 

data and the statistics of the sample data set are shown in Figure 6.17. Compared to 

the corresponding simulations based on the random sample data set, these realizations 

do not capture the high-conductive bands as good. The mean and variance of the 

generated fields are lower than for the reference field, cf. Table 6.1. 

The generated ensemble attribute variogram shown in Figure 6.18 show that the 

correlation lengths in the X- and Y-directions are comparable to those of the refer

ence field, though the sills are much lower in accordance with the sample data. The 

ensemble indicator variograms of the generated field for the various threshold values 

are shown in Appendix 4. The generated indicator variograms compare well with the 

input structures for the threshold values -4.5 and -5. For the lower threshold values, 

-6.5 and -7, the indicator variances are lower than the inputed variograms. For the 

threshold value -5.5, the genera~cd indicator variance is higher than the inputed one. 

For the threshold value -6, the correlation lengths of the generated fields are some

what longer than the input correlation length. The difference between the generated 

and the inputed structures may be due to the fact that the number of realizations is 

too small and/or that the simulation domain is nm large enough. The noted difference 

between the in- and output indicator variogram implies that the shape of the cumula

tive distribution of attribute variable (log(K)) differs from that of the reference field. 

Figure 6.19 shows the ensemble cumulative breakthrough curve for the non-paramet

ric simulations together with one standard deviation envelop of arrival time. The 

mean particle arrival time of the non-parametric simulation based on 25 hard 

designed sample data is significantly later than the reference case, cf. Table 6.2. The 
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dispersivity index of the ensemble of simulated fields is lower than for the correspon
ding ensemble of parametric fields. The uncertainty in mass arrival time of this non
parametric simulation case is higher than for the corresponding parametric case. The 
distribution of particle arrival locations along the outlet boundary is depicted in 
Figure 6.20. From the figure two weakly developed flow channel systems can be 
identified, one corresponding to the lower flow channel noted for the reference field. 
The upper flow channel identified in the reference case is not well represented in the 
simulated fields. The simulated lower channel is more dispersed and located closer to 
the centre of the outlet plane, cf. Figures 6.20 and 4.5b. 

25 hard and 100 soft data 

For the second designed sampling case, 25 hard data and 100 regularly spaced soft 
data have been used as a sample data set to generate non-parametric simulations of 
hydraulic conductivity field. Three examples of equiprobable and statistically 
consistent hydraulic conductivity realization are shown in Figure 6.21. The generated 
conductivity fields compare better with the reference field than the previous case 
based on 25 hard data. The ensemble of generated fields exhibit similar statistical 
characteristics as the reference field though with somewhat lower mean and variance, 
cf. Table 6.1. The generated ensemble attribute variogram shown in Figure 6.22 show 
that the correlation lengths in the X- and Y-directions are somewhat longer than the 
reference field. The ensemble indicator variograms of the generated fields for the 
different threshold values are shown in Appendix 5. The generated indicator vari
ances in X- and Y-direction are somewhat lower than the input values for high and 
low threshold values, whereas it is slightly higher than the input value for the middle 
range of threshold values. 

log(K)-vario,:rams of non-parametric field (designated 25 hard+l00 
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Figure 6.22 Non-parametric simulation based on 25 hard and 100 soft data obtained 
from designed sampling. Generated ensemble attribute variogram of 
log(K), (*) = X-direction, ( o) = Y-direction, (----) = reference field . 
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Figure 6.23 Non-parametric simulation based on 25 hard and 100 soft data obtained 
from designed sampling. Ensemble cumulative breakthrough curve. 
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Figure 6.24 Non-parametric simulation based on 25 hard and 100 soft data obtained 
from designed sampling. Ensemble particle arrival distribution on the 
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Figure 6.25 Rotated flow field applied to the reference exhaustive field. Cumulative 
particle breakthrough curve. 

1.8 

8.8 

8.6 

8.4 

8.2 

0.0+-.,........----r-""""T"'"~+--f-+-f=~+--f-+-+-~.,........----r-......-....-,........,.---,-.....--I 

8 58 188 158 288 258 Cm) 

Figure 6.26 Rotated flow field applied to the reference exhaustive field. Distribution 
of particle arrival location on the outlet (upper) boundary. 

50 



Q) 

> .... ...., 
ctl 
;l 
8 
:::, 
t.) 

Q) ..... 
t.) .... ...., ,.. 
ctl 
c. 

Q) 

> .... ...., 
ctl 

3 
8 
:::, 
t.) 

Q) -t.) .... ...., ,.. 
ctl 
c. 

Q) 

> .... ...., 
ctl 
;l 
8 
:::, 
t.) 

Q) -t.) .... ...., ,.. 
ctl 
c. 

39 

1,------i-::.,------~-----r-=---.------, 

0.8 

0.6 

0.4 

0.2 

I 
I 

I 
I 
I 
I 

I 
I 
I 
I 

I 
I 
l 
I 
I 
I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I 
I 

I 
I 

I 
I 

I 

/ 
/ 

/ 

I 
I 

I 

I 
I 

I 

,, ,, I 

I 
I 

/ 
/ 

/ 
I 

I 

,,,,.,,,,.,,..---
.,,.-

0 ,...__..,___.......J'----'-----'---L-----'------'-------' 

0 10 20 30 40 50 

0.8 

l,-------.-----~----:::c=----.----::::::i 
~ --------
✓ ,..~-' 

/ / 

I / 
/ ,,, 

I I 
I / 
I I 
I I 
I I 

0.6 I I 
I I 
I I 

0.4 

0.2 

t I 
I I 
I I 
I I 
I I 
I I 
I I 

I ,/ 
I / 
I / 
I / 
I I 
I / 
I / 
I / 

0 '------'---'---..___ __ ,__~-----'----------~ 

0 10 20 30 40 50 

0.8 

0.6 

1 .------:c:_-r------r-----=;:p,o------y-----=-::.-
~ ~-' 

I ,,.,,. 
I ✓ 

I .,,. 
I ✓-

/ ,,,, 
I / 

I / 
I / 
I I 
I I 
I I 
I / 
I / 
I I 
I I 
\ I 

0.4 I / 
I / 
I I 
I I 
I I 

0.2 
I / 
\ I 
\ I 
I I 
I / 
I I 
l _,-' 0 ,..._ _ _.__ __ .____,_ __ __..__..._ __ ___. ____ ~-----

0 10 20 30 40 50 

Time (years} 

Figure 6.27 Rotated flow field applied to simulated fields conditioned on a random 

sample data set. Ensemble cumulative breakthrough curves based on 

a) Parametric (25 hard data), b) Non-parametric (25 hard), c) Non-para

metric (25 hard + 100 soft). 
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The ensemble cumulative breakthrough curve of this non-parametric simulation case 
together with one standard deviation envelop of arrival time is shown in Figure 6.23. 
The ensemble mean particle arrival time is slightly lower than that for the reference 
case. The dispersivity index of the simulated fields is higher than for the previous 
case. The uncertainty in mass arrival time is similar to that of the corresponding 
parametric case. The distribution of particle arrival locations along the outlet bound
ary is shown in Figure 6.24. Evident from the figure is a developed two channel flow 
system which corresponds well to the reference field results with regard to position. 
However, the number of particle arriving in the lower channel is much higher than 
along the upper channel, which is the opposite to what is found for the reference 
case, cf. Figure 4.5b. In addition the simulated flow paths are more dispersed around 
the flow channels than is the case for the reference field. 

6.3 Simulation using a rotated flow field 

The flow and transport characteristics of a given domain are not only dependent on 
the hydraulic conductivity field, but also on the acting flow conditions in terms of 
boundary conditions and the source area. Usually, the boundary conditions and flow 
direction at a local scale do not exactly correspond to the regional flow conditions, 
the latter which will be influenced by the local hydraulic conductivity distribution 
pattern, and especially so if we are dealing with a highly heterogeneous field. 

In order to better understand the effect of a changing flow direction on the overall 
flow and transport characteristics of the generated fields, we introduced a 90° rotation 
of the boundary condition, ie. no flow conditions on vertical faces and constant head 
conditions on upper and lower boundaries. This boundary condition provides an 
essentially upward vertical flow direction. Flow and transport calculations have been 
performed on 10 out of 100 realizations for each of the cases involving the use of a 
random sample data set presented previously in this chapter. At the centre of the 
bottom boundary, particles were released in accordance with Section 4.2, and the 
mass arrival time and particle arrival location at the upper boundary were recorded. 

The overall result of the rotated flow field is more meandering flow paths caused by 
the flow being forced orthogonal to the major anisotropy axis. Figure 6.25 shows the 
cumulative breakthrough curve of mass arrival at the outlet plane for the reference 
field. The figure show two distinct arrival peaks with almost no particle arrival in 
between. The location of particle arrival on the outlet plane shown in Figure 6.26 
indicate that c. 65% of the particles discharge through one flow channel and the rest 
of the particles are conveyed through another more dispersed flow channel. The 
particles arriving to the first major channel corresponds the later part of breakthrough 
curve. The reference field can in terms of flow and transport characteristics be 
described as a two channel system with the prevailing boundary and particle source 
conditions. 

Figure 6.27 shows the resulting ensemble cumulative breakthrough curves for the 
parametric and non-parametric cases using a random sample conditioning data set. 
Due to the limited statistics, the results have not been compiled in a table. The 
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Figure 6.28 Rotated flow field applied to simulated fields conditioned on a random 
sample data set. Ensemble particle arrival distribution based on 
a) Parametric (25 hard data), b) Non-parametric (25 hard), c) Non-para
metric (25 hard + 100 soft). 
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ensemble particle arrival location on the outlet (upper) boundary is shown in Figure 
6.28. The flow and transport characteristics of the three presented simulation cases 
are very similar, although very different when compared with the reference case 
results. The simulated cumulative breakthrough curves of particle arrival time show a 
higher degree of dispersion than the reference case, but the mean arrival time is 
approximately identical to that of the reference case. 

Also the simulated flow paths are more dispersed than those observed for the 
reference field, cf. Figures 6.26 and 6.28. The uncertainty in mass arrival time is 
almost identical for the two simulation approaches. The soft information does not 
improve the results of the simulation on the rotated flow conditions, possibly 
because of the complicated flow and transport characteristics and limited number of 
hard data. 

7. DISCUSSION 

Comparisons between the different approaches may be performed on the basis of the 
visual appearance of the individual hydraulic conductivity fields generated. Another 
way to compare and discuss the results is to use the flow and transport characteristics 
of the individual or ensemble results. With these characteristics we imply the number 
of flow channels developed, their absolute and relative geometry and location, and 
their relative importance in terms of number of particles conveyed, and last, how 
dispersed the transport is in general, and in particular the dispersion around an 
individual channel. The above information is contained both in the cumulative 
breakthrough curve and the plot showing the distribution of particle arrival location. 
To these characteristics one should of course also add the quantitative information 
contained in the cumulative breakthrough curve in terms of mean particle arrival time 
with associated uncertainty and statistics. 

7.1 Implications of use of soft information 

Our premise in this study has been to test how the addition of 100 soft (imprecise) 
data may add and sustain the description of the spatial characteristics of our exhaus
tive reference data set, and also how this addition of soft information may help to 
narrow down the uncertainty of mass arrival at a given location. 

It was found at an early stage that the 25 hard data (1 % of the exhaustive reference 
data set), irrespective of which sampling scheme was employed, were not sufficient 
to reproduce the spatial characteristics and the anisotropic features of the reference 
field in terms of variograms, this is particulary true for the construction of indicator 
variograms. It was thus decided to use the attribute and indicator variograms based 
on the 2500 data of the exhaustive reference data set in the different stochastic 
approaches, though with sills scaled down to the variance of the sample data sets. 
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In the study, 25 hard or 25 hard plus 100 soft data either of designed or random 

sampling pattern were used to condition the simulation. 

From a geostatistical point of view, the generated hydraulic conductivity fields show 

a better correspondence with the exhaustive reference data set when soft information 

is incorporated in the conditioning. In the case of the random sample data set the 
improvement is limited because the 25 hard data already provide a satisfactory 
representation of the exhaustive representative field. In the case of the designed 
sample data set there is a noticeable improvement with the addition of soft data 

compared to using the hard data alone. 

The flow and transport characteristics of the exhaustive reference field are best 
reproduced when using a random sample data set including soft data. Also when 

using a designed sample data and soft conditioning the correspondence with the 
exhaustive reference case is acceptable, but the breakthrough is still more disperse 
than that of the reference case. In all cases the incorporation of the 100 soft data 
reduces the uncertainty in particle arrival time with about 50%. 

The flow and transport characteristics of a heterogeneous field depend on the acting 

flow conditions (i.a. the boundary conditions), the source area (its location in the 
domain and surrounding material property distribution), and the distribution of 

developed preferential flow paths (flow channels). The probably most important 
factor, in order to capture and quantify these characteristics, is the amount of condi

tioning data and their particular locations. In our case, the number of hard condition
ing (sample) data positioned in the dominant flow paths of the exhaustive reference 

field is small. As a consequence, the added soft information will not contribute 
substantially in improving the representation of the reference field, and in reducing 

the uncertainty of mass arrival. 

7.2 Comparison of results based on random and designed sampling 

The two sample data sets used in this study, a random sample and a designed sample 

data set, differ both in the way they originate and also with regard to their respective 
statistical characteristics. The designed sample data set has been conceived to capture 

a successively spreading plume of particles downstream from the source area, this 

without focusing in specifically on the high-conductive portions of the exhaustive 

reference domain. Compared to the statistics of the random sample data set, the 
designed sample data set has a too low mean and a too low variance of log(K). 

When comparing the parametric simulations based on the designed sample data set, 

Figure 6.1, with those based on the random sample data set, Figure 6.5, it is evident 
that the former show a lower amount of high-conductive parts. The same condition 
also apply to the corresponding non-parametric simulations. The effect of this 
difference is also evident in the cumulative breakthrough curves and the plots of 

distribution of particle arrival. Although the flow and transport characteristics of the 

random sample case differ from the reference case, the cumulative breakthrough 

curve show similar characteristics to that of the reference case. 
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When soft information is added to the sample data sets some improvement in the 
cumulative breakthrough curve based on random sampling is noted, whereas no 
improvement in correspondence is noted in the results based on the designed sample 
data set in the case of the non-parametric simulations. 

Our observations from the performed simulations show that the designed hard data 
set of 25 values cannot satisfactorily represent the characteristics of the exhaustive 
reference field. Due to the inherent low quality in the 25 hard data in the sample, the 
inclusion of 100 soft data does not help to restore the representativeness of the 
simulations. 

Since the statistics of the random sample data set compare so well with the statistics 
of the exhaustive reference field, the simulation results show a high degree of 
similarity even though the flow pattern is not fully represented. The soft information 
in this case not only help to reduce the uncertainty of particle arrival time, but also 
to better represent the ~ean arrival time of the reference field. 

7.3 Implications of a rotated flow field 

As indicated previously, the flow and transport characteristics of a studied heterogen
eous domain do not entirely depend on the material property distribution but also on 
the boundary conditions acting on the domain. To elude to this fact we have simu
lated the flow and transport of a limited number of realizations (N=lO) for the 
random sample data set using a 90" rotation of the flow, with all other conditions 
kept constant. 

We found in the simulation of our exhaustive reference field that a dual flow channel 
system evolved with a distinct dual peak cumulative breakthrough curve. A dual flow 

channel was also noted for the initial (non-rotated) flow condition, but in the latter 
case one peak dominated the transport resulting in a single peak breakthrough curve. 
Overall, the flow and transport orthogonal to the anisotropy is more complex, 
resulting in meandering flow channels. 

It was found that the simulations provided a fair representation of the mean arrival 
times of the reference field, though with more dispersed flow paths as evident from 
the produced breakthrough and particle arrival distribution plots, cf. Figures 6.25-
6.28. Due to the more complicated flow pattern the addition of 100 soft data did not 
help to provide a better representation, not even to reduce the uncertainty of mass 
arrival. 

It should however be emphasized that these observations are based on only 10% of 
the number of simulations used for the initial flow condition. In order to draw firm 
conclusions, a full suite of at least 100 simulations have to be processed. 
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7.4 Comparison between parametric and non-parametric techniques 

The hydraulic conductivity of our exhaustive reference field has been 
characterized by its mean, variance and its correlation structures (attribute and 
indicator variograms). 

In our application of the parametric approach, we have employed a Gaussian 
distribution model and an exponential model of spatial correlation of the attribute. In 
our application of the non-parametric approach, we have used the sample cumulative 
distribution, disregarding the actual distribution model, and exponential indicator 
variograms in our simulations. In both cases the distribution and univariate statistics 
originate from the respective sample data sets whereas the correlation structure is 
based on analysis of the exhaustive reference data set (with sills scaled to sample 
variances). 

The attribute variogram of the reference field, used in the simulations, is an expo
nential model with an anisotropy ratio 5.7, implying a higher continuity in the 
X-direction. 

With regard to the non-parametric approach, the indicator variograms calculated for 
the lower threshold values have shorter correlation lengths and smaller anisotropy 
ratios, whereas the higher threshold values have longer correlation lengths and a 
higher anisotropy ratios than the attribute variogram. These features imply that the 
exhaustive reference field has a well connected spatial continuity in the X- direction, 
resulting in features similar to continuous channels of high or low hydraulic conduc
tivity, and also of varying width. 

The parametric simulation uses one single correlation length valid for the complete 
range of hydraulic conductivity. In the simulated realizations this results in the 
formation of patches of high and low hydraulic conductivity, their size being compar
able to the correlation length. These features and the fact that the high-conductive 
zones are not as continuous as in the reference field is obvious from Figures 6.1 and 
6.5. Soft information cannot (presently) be used to improve the correspondence of the 
parametric simulations. 

The realizations of hydraulic conductivity generated using the non-parametric 
approach and a hard sample data set show the same overall characteristics as the 
reference field, cf. Figures 6.9 and 6.17. This correspondence is enhanced further by 
introducing soft data, cf. Figures 6.13 and 6.21. 

8. CONCLUSIONS AND RECOMMENDATIONS 

Two stochastic continuum approaches for simulating groundwater flow and solute 
transport in fractured rock have been applied to a synthetic data set to investigate the 
effect of conditioning with hard and soft data. The general conclusion of the study is 
that conditioning is a viable and potentially useful means for obtaining more reliable 
solute transport predictions. The specific conclusions of the study are that; 
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conditioning on soft data reduces the uncenainty of solute arrival time; 

conditioning on soft data appears to provide an improvement in charac
terizing channelling effects. 

The improvement in the predictions when conditioning on 25 hard and 100 soft data 
was found to be moderate. The number and distribution of the actual hydraulic 
conductivity measurements (hard data) are critical for an accurate description of flow 
and transport in a heterogeneous formation. Since the statistics of the 25 random 
sampled hard data corresponded well with that of the reference field, the incorpora
tion of a limited number of soft data (100) did not improve the simulations signifi
cantly. 

With regard to soft data conditioning it should be pointed out that in a real practical 
application the amount of soft data may be conceivably greater than considered in 
this study. For instance, seismic data may be obtained over depth and along transects, 
including crosshole tomographic imaging processing, which could yield a relatively 
large amount of soft information. Furthermore, the soft data may be characterized in 
terms of degree of "hardness" (or "softness") depending on its correlation to hard 
data. For instance, seismic data may be viewed as rather soft since the uncertainty in 
correlating seismic data to hydraulic conductivity is relatively large, implying a large 
range around the "true" value for the soft data. It is therefore of interest to analyse 
further the effect of conditioning using a larger number of soft data with different un
cenainty ranges. 

Designed sampling has provided a mild improvement in some of the simulated cases. 
However, investigations of different sampling strategies have been very limited in 
this study. A more extensive investigation in this direction could provide more 
reliable recommendations with regard to efficient sampling of hard and soft data. 

In addition to heterogeneity in the hydraulic properties of fractured formations, an 
other source of uncertainty are the boundary conditions and solute source character
istics. For more realistic simulations, these uncertainties have to be taken into 
account. 

Finally, it should be pointed out that the flow and transport calculations performed, 
and the conclusions drawn are based on, and are specifically valid for the one single 
exhaustive reference data set used in the study. Notwithstanding this fact, we feel 
that the conclusions drawn with regard to the benefits of soft conditioning have a 
general validity. 
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